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About the Physical Processes in Natural Waters (PPNW) Workshops

The focus of the PPNW international workshops is the physics of inland and coastal water
bodies, and their interactions with the physical and biogeochemical processes that control
water quality, ecosystem function, and the services such systems provide. The workshops
traditionally cover a broad spectrum of scientific topics. Besides general topics, the 14
workshop held in June 2010 in Reykjavik, Iceland, paid a special attention to water bodies in
cold climate and lake response to climate change.

PPNW is an open workshop, actively seeking to expand contacts with neighboring fields such
as physical oceanography, the atmospheric sciences, and engineering. With 40-60
participants and a small number of invited speakers, the PPNW meetings are characterized
by their active workshop atmosphere and a comfortable time frame for presentations and
discussion.

The participants in the PPNW Reykjavik workshop were asked to submit either a 2 page
extended abstract or a full paper (max. 8 pages). These contributions are published in this
proceedings book.
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« Adolf Stips, adolf.stips@jrc.it

« Andrew Folkard, a.folkard@lancaster.ac.uk

« Alfred Wuest, wuest@eawag.ch

« Arkady Terzhevik, ark@nwpi.krc.karelia.ru

« Bertram Boehrer, bertram.boehrer@ufz.de

« Francisco Rueda, fijrueda@ugr.es

+ Geoffrey Schladow, gschladow@ucdavis.edu

+ Guiseppe Ciraolo, giuseppe.ciraclo@unipa.it

« Hrund Andradéttir, hrund@hi.is

« Lars Bengtsson, Lars.Bengtsson@tvrl.lth.se

» Lars Umlauf, lars.umlauf@io-warnemuende.de
+ Madis-Jaak Lilover, madis@phys.sea.ee
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| mpact of climate change on aquatic systems

Thorsten Blenckner
Baltic Nest Institute, Sockholm Resilience Centre, Sockholm University, Sveden

e-mail tblen@mbox.su.se

KEYWORDS
Modelling, time-series analysis, biogeochemical sisgbiological models, CLIME

EXTENDED ABSTRACT

INTRODUCTION

While in the 1960s and 70s, the main point of i$élin water quality management focused
on predictive schemes to assess the quantitatineeqoiences of nutrient transfer from the
catchment to the lake, the apparent simplicity le#se relationships does not consider a
number of complex interactions withihe ecosystem and its surrounding catchment that have
to be understood in order to manage water resouncas efficient and sustainable way.

In recent years, it has become clear that inter@nclianges in climate influence to a large
extent the water quality of freshwater resourcesatigcting these interactions. Long-term

assessments (over a period of 20-30 years) hawenstinat many water quality problems that
were once considered as local phenomena are affbgtehanges in weather and climate that
operate on a regional or even global scale. Theskide changes in total precipitation,

precipitation frequency, winter air temperature etc

Consequently, any research of climate effects onemaesources can only be done
successfully when concentrating on integrated caéeti-lake-ocean processes and any
assessment requires a study of long-term varianmhchange on several different sites using
time-series analysis and applying biogeochemical &rological models to study the

processes and feedbacks behind water quality ceange

Here | will present first some general changeslimate and the effects on lake ecosystems.
Then, the experiences from the large European grdf€limate and Lakes Impacts in
Europe” will be shown. In addition, new state-oéthart modelling exercise from the Baltic
Nest Institute and its decision support system belpresented.
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RESULTS & DISCUSSIONS

The CLIME project focused on the analysis of loagyt time-series from many European
lakes and on the linkage of regional climate modalsl weather generators with
biogeochemical catchment and lake models. The radtiek formed the core of the project
have been designed to bridge the gap between thmriemh models widely used by
environmental managers and the complex processtbasadels favoured by research
scientists. The main results were integrated ie@sibn support system (see Fig. 1) and in a
book published recently (edited by George 2010).

Further, the different combination of models usedthe Baltic Nest Institute, will be
presented in order to show the potential linkagebiegeochemical and food-web models
model in relation to climate change models. Findlie research gaps and challenges will be
mentioned.

CLIME DSS structure

WARL 4B
] || RCMs

Weather
\/\5 M/\AJ/ Generators

Process based model

™« Past Future 4

Knowledge——l-’ /X\ —* €

DsS

Empirical model *~

Fig. 1. Showing the information and data flow o tBLIME Decision Support System (DSS)
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Comparing the lake thermal regimein different northern climates
- aclimate change analysis

Lars Bengtsson
Water Resources Engineering, Lund University, Sveden
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KEYWORDS
Thermal stratification, lake ice-cover, climate change.

ABSTRACT

A future warmer climate will change the therma regime of lakes. The ice conditions will
change and the water temperature. Since the solar radiation remains the same in a new
climate, it is relevant to compare the lake conditions in years when the air temperature has
been rather different but the solar rdiation amost the same. This has been done for Lake
Velen in Sweden. Ice conditions, lake surface temperature and thermal stratification have also
been determined for different hypothetical lakes using simple models varying the climatic
conditions and the lake parameters. In genera it is found that the ice conditions do not
influence the thermal stratification during summer. The surface temperature during summer
increases somewhat less than the air temperature increase. The stratification is mainly
determined by wind conditions and how fast the solar radiation is attenuated with depth. A
warmer winter means a shorter duration of the ice cover but not much reduction of the ice
thickness and rather colder than warmer water temperature during winter.
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Evidence of warming in two aquatic systemsin the northeast of
Spain
T. Serrd*, J. Pascudl J. Torcqu& J. Colomer, X. Casamitjang M. Solef and J. Calbb

! Department of Physics, University of Girona, CasiMontilivi, 17071-Girona, Spain
2 Observatori de I'Estartit. 17258-L’Estarti, Giron&pain

*Corresponding author, e-matieresa.serra@udg.edu

KEYWORDS
Lake warming; climatic change; air temperature; Nexdanean.

EXTENDED ABSTRACT

Both large scale variability and climate change ra@gnized as the key factors controlling
the thermal structure of aquatic systems (Arhorglgs al., 2004; Coats et al. 2006, Verburg
et al., 2003; Vollmer et al., 2005). Some studiesws a greater warming of the surface layer
compared with a minor increase in the deeper |@yerburg et al., 2003; Coats et al. 2006),
which will result in a sharper temperature gradiehtstronger temperature gradient also
means an increase in the stability of the wateurool, reducing or inhibiting the mixing
processes and the oxygenation of the system. AHe@fibove mentioned processes may have
a large impact on the ecology and the water qualitthe aquatic media, as found in lake
Tanganyika (Verburg et al., 2003). Other aquatisteays, as in lake Malawi, deeper layers
show a warming trend while surface layers remaithatsame temperature (Vollmer et al.,
2005). Therefore, this lake presents a tendencwrdsva state more prone to the mixing
events. The tendency observed for lake Malawi hesnbmainly attributed to the milder
winters observed during the last 70 years of oladEms. The above mentioned examples
demonstrate that climate change and variability have chemical, physical and ecological
impacts on lakes and also that these effects aily depending on the particular region of the
world and the specific dynamics of each lake. Agsult, local effects may not correspond
exactly to what we might expect from global warmitrgnds addressed by the IPCC
(Intergovernmental Panel on Climate Change) scesdiDanis et al., 1994). In this work,
data on water and air temperature from 1969 ufitiB2for two aquatic systems situated in the
Northeast of Spain has been analyzed. The analgsisione in order to find long term trends
in the temporal evolution of the temperature resadd also in order to determine if there is
any warming evidence during this period. One of dlata records correspond to the water
column of Lake Banyoles, which has been largeldistli before for its interest because it is
the second largest lake in Spain. The second datad corresponds to the temperature of the
water column of the northwest coast of the Mediteean, in front of I'Estartit (Northeast of
Spain).

The study was performed at two different timesha& year: one corresponding to the period
of stratification of the water column (May-Augusthd the other for the period of mixing
(December-February). Two depths of the water colware selected for the analysis. One at
the upper part of the water column (at z=-5m), Whvall give us the information of the
thermal evolution of the mixed layer. The secongtdeonsidered in the study will be at z=-
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15 m, for lake Banyoles, and z=-50 m for the setewd hese temperature records will give
us the thermal evolution of the deep layer in thegstems. In lake Banyoles, all the
measurements were done in the central part ofattethat has a maximum depth of 40 m. In
the station situated at I'Estartit coast, the maximdepth was 90 m. A reversing thermometer
was used from 1969 until 1990 for measuring theptnature at different water depths.

However, from 1990 a CTD was used in order to haveetter vertical resolution of the

temperature profiles. From 1990 on both the CTD #mal reversing thermometer were
periodically used together in order to find diffeces between instruments and make
appropriate calibrations when necessary.

For the stratified period, both systems show a virgrof the surface layer, 0.99°C decade
for lake Banyoles and 0.39°C decader I'Estartit coastal sea water. During this pelithe
deep waters of I'Estartit warm up significantly, atrate of 0.58°C decadewhile the deep
waters of lake Banyoles do not show any signifideend. The increase in the surface water
temperature coincides with an even greater incrizatfee air temperature for the same period
(May-August, from 1969 until 2008). In Banyolese thir temperature was found to increase
at a rate of 1.13°C decatiand in I'Estartit station the rate was 0.78°C detaTherefore, a
tendency to harsh summers may explain the warmirtgeosurface water layer. During the
mixed period, the surface waters of lake Banyotesat show any significant trend like what
was found for the air temperature evolution. Intcast, for I'Estartit station, the surface water
temperature was found to increase at a rate oPQ.8&cadé, coinciding with a warming of
the air of 0.31°C decade These results show that the water column of B#eyoles will
present a sharper stratification during the sumpeeiod, whereas the stratification of the sea
water, at least in the region studied, will weak&hese results might represent important
changes in the ecosystem and might determine teefall the organisms inhabiting there.
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EXTENDED ABSTRACT

INTRODUCTION

The Chilean Patagonia represents a unique regi@neathe principal anthropogenic stress on
inland waters is the result of atmospheric depasitdf global contaminants, and climate
change. This makes the region important on a glstalke for studying these impacts, free of
the confounding local effects that dominate wagsiources in most countries. The impacts of
climate change may already be evident, with GLOFa¢@l Lake Outflow Flood) events
increasing in frequency in recent years. Thegaisicular urgency to addressing these issues
as a new anthropogenic stress, hydroelectric dpuedat, may soon start having an impact on
lakes in Patagonia. This in itself presents an tamdil opportunity — the possibility of
studying the evolution of undisturbed lakes in oesge to both climate change and
hydroelectric development over the coming decadéss paper describes the first results in a
collaboration between the University of Califorrfidavis) and the University of Concepcion
on the interdisciplinary study of the Baker Riveatershed. This watershed encompasses the
full range of land form, land use and geographiatdees that characterize Patagonia. It
includes the largest river (the Baker River) ari@léGeneral Carrera Lake) in Chile, while at
the same time includes numerous smaller streakes laetlands and glaciers.

METHODS

The sampling was concentrated on L. Bertrand (rdagth 220 m), L. Cochrane-Chica (max.
depth 43 m), and L. Negro (max. depth 150 m). &lee headwater lakes of the Rio Baker
and differ widely in their physical and morphologlicharacteristics. The watersheds differ
widely and range from glacial-dominated runoff @ertrand) to forested and non-forested
vegetation. L. Bertrand is characterized by highaentration of glacial flour and low light
transparency. In contrast, visibility of the othemo lakes is high, indicative of low primary
productivity and absence of glacial flour.

Thermistor chains were installed in all three lakd3rofiles of temperature, conductivity,
chlorophyll-a, dissolved oxygen and pH were measuvih a Hydrolab. In addition, water
samples for chemical analysis (phosphorus, nitrpgéica) and chlorophyll a concentration
were collected at three depths in the epilimnioth avo depths in the hypolimnion.

RESULTSAND DISCUSSION
Hydrolab profiles for temperature, chlorophyll-assblved oxygen and pH are shown in
Figure 1. The panels are (A) Lago Bertrand, (B)d-&pchrane-Chica, and (C) Lago Negro,
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and were taken on December 16, 17 and 18 in 2@8Bectively. The different characteristics
of the 3 lakes are evident in all measured parasiegecchi depths were 2.5 m, 18 m and

15.5 m respectively.
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Figure 1. Hydrolab profiles from three lakes

Figure 2 shows part of the thermistor chain redord_ago Cochrane-Chica for the month of
September 2009. The most noticeable feature isstltelen increase in temperature in
thermistors %, 39 and 4" from the bottom on September 16 and the abruppéeature
change in the bottom thermistor on September 2& iSlbelieved to be the result of a wave
initiated by a GLOF (Glacial Lake Outburst Flood) the Colonia River, @ownstream
tributary of the Baker River. The outburst eventswestimated to produce a flow of
approximately 2500 fis?, five times the typical flow in the Baker River 8eptember.
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Figure 2. Thermistor chain from Lago Cochrane-Chica
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ABSTRACT

Water temperature plays an important role in edodgunctioning and in controlling the
biogeochemical processes of a water body. Conveltiovater quality monitoring is
expensive and time consuming. It is particularlplpematic if the water bodies to be
examined are large. Conventional techniques alsogbabout a high probability of
undersampling. Conversely, remote sensing is a golmeol to assess aquatic systems. The
objective of this study was to map the surface weperature and improve understanding
of spatiotemporal variations in a hydroelectricergsir. In this work, MODIS land-surface
temperature (LST) level 2, 1-km nominal resolutdata (MOD11L2, version 5) were used.
All available clear-sky MODIS/Terra images from 300 2008 were used, resulting in a total
of 786 daytime and 473 nighttime images. Descrgitstatistics (mean, maximum and
minimum) were computed for the historical imagesbtold a time series of daytime and
nighttime monthly mean temperatures. The thermapliémde and anomaly were also
computed. In-situ meteorological variables weredusem 2003 to 2008 to help understand
the spatiotemporal variability of the surface wdenperature. The surface energy budget and
the depth at which the wind can distribute the heput of a given surface were also
measured. A correlation between daytime and nigettsurface water temperatures and the
computed heat fluxes were made. These relationsdnpsthe causes of the water surface
temperature variability are discussed.

Keywords: Remote sensingvater surface temperature; heat flux; mixed degpyei; thermal
amplitude; MODIS.

INTRODUCTION

In accordance with Kimmel et al. (1990), water temapure distribution is fundamental to
understanding the performance and functioning &femenir ecosystems. Surface water
temperature is a key parameter in the physics @@t system processes since it accounts for
the water-atmosphere interactions and energy flinet&ween the atmosphere and the water
surface. Because it influences the water's chepidtralso affects its biological processes
(Lerman, Imboden and Gat, 1995). Moreover, tempegatifferences between the water and
air moisture control the heat exchange in the aitéwboundary layer, and as a consequence,
they are crucial to understanding the hydrologiyale.

Thermal infrared remote sensing applied to freshwatosystems has aimed to map surface
temperatures (Oesch et al., 2008; Reinart and REin2008; Crosman and Horel, 2009),
bulk temperatures (Thiemann and Schiller, 2003gutation patterns (Schladow et al., 2004)
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and to characterize upwelling events (Steissbergl.e2005). However, the application of
thermal infrared images to the study of surfaceewtmperatures in hydroelectric reservoirs
is scarce and, in Brazil, is being attempt forfitst time.

The objectives of this paper are to map the spatighbility of the water surface temperature
(WST) of a tropical hydroelectric reservoir usingytdme and nighttime satellite images.
Through the WST maps, the heat flux budget willda¢culated and used to explain the
observed patterns in the WST by the physical fgraielated to the geomorphological,
meteorological and hydrological context.

STUDY AREA

The ltumbiara hydroelectric reservoir (18°25’S, @@W) is located in a region stretched
between Minas Gerais and Goias States (CentralilBtat was originally covered by
tropical grassland savanna. The damming of thedizarRiver flooded its main tributaries:
the Araguari and Corumba rivers. The basin’s gepmaogy resulted in a lake with a
dendritic pattern covering an area of approxima@dlg km2 and a volume of 17.03 billion m3
(Figure 1).
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(c)
Figure 1. Localization of Itumbiara hydroelectric reservimrBrazil's central area (a), at the
state scale (b) and at the regional scale (c) thighbathymetric map. On a regional scale, the
flooded area is shown over an SRTM (Shuttle Radg@ography Mission) image.
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METHODOLOGICAL APPROACH

The methodological approach was developed usingdheept of disturbing influences that
reservoirs are exposed to. These are describedsblidf et al. (1979) as: (1) meteorological
variables, such as wind velocity, and short andglevave radiation in the area, which
determine the strength of any energy transferssactite air-water interface; (2) water from
the inflowing streams, which may impart kinetic apdtential energy; and (3) turbulent
mixing generated close to outflows, which can maé&me of the energy of the outflowing
water transform into kinetic energy of the reserveater. We hypothesize, then, that the heat
fluxes, which are a function of the meteorologicatiable, could explain the spatial-temporal
water surface temperature variation in the Itun@braservoir.

Hydrometeor ological data

The daily mean air temperature (°C), relative hiityid%), wind intensity (ms) and
precipitation (mm) from 2003 to 2008 were usedtfa study. These data were obtained from
a meteorological station (see Figure 1 for locgtinear the dam. The daily mean of each
variable was converted into monthly means to adegiiao the time scale of the satellite
data.

Satellite data

MODIS water surface temperature (WST) level 2, 1#kominal resolution data (MOD11L2,
version 5) were obtained from the National Aeroiutand Space Administration Land
Processes Distributed Active Archive Center (Wab08&. All available clear-sky MODIS
Terra imagery between 2003 and 2008 were selegtetsbal inspection, resulting in a total
of 786 daytime images and 473 nighttime imagesu(fei®). A shoreline mask to isolate land
from water was built using the TM/Landsat-5 imageorder to isolate some anomalously
cold or warm pixels remaining at some locations iea shoreline of the reservoir.

The WST-MODIS data were extensively validated foland waters and were considered
accurate (Oesch et al., 2005; Oesch et al., 20@81aR and Reinhold, 2008; Crosman and
Horel, 2009).
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Figure 2: Acquisition date and time of all MODIS/Terra ddta 2003-2008 used in this
study.
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WST, climatologies, anomaly maps and statistics

Maps of monthly mean daytime and nighttime wateffa®e temperatures were produced
from 2003 to 2008. The thermal amplitude was comgupixel-by-pixel by subtracting
daytime and nighttime temperatures. To obtain thenaly, the monthly mean temperatures
from 2003 to 2004 were computed in a pixel-basedtguture and then subtracted from each
month for the entire time interval. The seasonarrttal amplitude was also analyzed.
Descriptive statistics (lakewide mean, maximum amdimum) were computed for the WST
maps to build a time series of daytime and nigtgtmonthly mean temperatures.

The surface energy budget was also calculated udieg WST maps derived from
MODIS/Terra.

Surface Ener gy Budget

A study of the energy exchange between the lake amdosphere is essential for
understanding the aquatic system behavior and etsction to possible changes of
environmental and climatic conditions (Bonnet, Boaind Devaux, 2000). The exchange of
heat across the water surface was computed ustngnéthodology described by Henderson-
Sellers (1986) as:

A=aL-N-(@ *+e+a) (1)
where ¢, is the surface heat flux balanag, is the incident short-wave radiatiod is the
albedo of water (=0.07)p, is the Longwave fluxg,; is the sensible heat flux ang is the
latent heat flux. The units used for the termsdn @) are W .

RESULTSAND DISCUSSION

Water Surface Temperature

Figure 3 shows the average monthly mean daytime raghkttime WST distributions at
ltumbiara reservoir. Generally, the daytime tempees decrease from boundary of the
reservoir to the center. For nighttime, the proesss inverted. This inversion at night was
observed by Sturman et al. (1999) and Macintyrealet (2002), who attributed this
phenomenon to turbulent convection due to diffeaértooling. This cooling induces an
effective lateral transport, replacing the watenirthe interior of the lake to the littoral zone
(Imberger, 1985). The temperature for a given lieat out of the water surface decreases
more rapidly in the shallow water body due to thw thermal mass than in the deep regions
(Wells and Sherman, 2001).

As shown in Figure 3, the spatial and horizontalateons of the daytime temperatures are at
the minimum in May while the spatial horizontal iaiions of nighttime temperatures are the
minimum during July and August. The water tempemtiaytime series show that January is
the month with the smallest maximum temperature5&5), which starts to rise in February
(30°C). From March to July, the maximum temperatiges to around ~ 28°C. From August
to October, the temperature decreases to aroun®C I November and December, the
temperatures start to drop. The mean temperatueseqt the same observed patterns as the
maximum temperatures.

11
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Figure 3: Monthly mean of daytime and nighttime surface watenperatures from 2003 to

2008.

Seasonal water surface temperatures

The seasonal maps were computed using the averagélyn mean from 2003 to 2008
(daytime and nighttime) of the following monthsnsuer (from December to March), fall

(from March to June), winter (from June to Septerptand spring (from September to
December). The seasonal maps of daytime were stddrdy nighttime seasonal maps to
infer the seasonal thermal amplitude.

The analysis of the seasonal changes of watercgutéamperature shows that the differences
in temperature between daytime and nighttime amgatnee for summer in most of the
reservoir's area (Figure 4). This means that tlghttime temperatures are higher than the
daytime temperatures during the summer. The gredii#srences occur in the center of the
reservoir (~-6°C).
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In fall, the temperature differences are near zetth) negative differences occurring in the

central part of the reservoir. However, in winteede negative differences are replaced by
patches of near-zero differences in the centraliggoof the reservoir. In the spring, these

patches of near-zero amplitude are smaller, wihoitturrence of positive differences (Figure

4).
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Figure 4. Monthly mean water surface temperature differenbesveen daytime and
nighttime over the seasons.

In conclusion, the temperature differences betweerborder and the central water body of
the reservoir are positive from summer to springisTs due to the low depth of these areas,
which is less than 1 m. During spring, the highmsitive temperature differences can occur
(~6°C). The nighttime temperatures can be highan daytime temperatures during summer
and fall. However, this is more pronounced in sumthan in fall. The energy fluxes were
computed to understand this variability observetheresults.

Surface energy budget for daytime and nighttime

The spatially effective surface heat balances laogvsn Figure 5. For January, February and
April the northwest section of the reservoir gaimsre heat than the southeast section. This is
because the preferable wind direction is from seash to northwest as the wind drives the
warm masses into the littoral zone by advectiom. March, the southwest heats more than
the northeast. During May, the greatest area ofékervoir loses heat, and only a small area
in the main body of the reservoir gains heat. Fdome to July, heat loss dominates the whole
reservoir, and the northwest losses are lower thansoutheast losses. From August to
December, the reservoir heats from the littoralezém the center of the reservoir; but in
October, it presents the greatest heat gradiemideet the littoral zone and the center of the
reservoir.
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Figure 5: Spatially effective surface heat fluxdrale (Wnf) over the ltumbiara reservoir.

CONCLUSIONS

The objective of this study was to map the surfacser temperatures and improve
understanding of spatial and temporal variationthenltumbiara hydroelectric reservoir. Our
hypothesis of how meteorological and heat fluxesld@ffect the water surface temperature
was developed and tested. The main conclusions are:

During the daytime, the water surface temperataashfrom the center to the littoral zone.
During nighttime, the processes invert due to thibulent convection caused by differential
cooling. The temperature, for a given heat flux otitthe water surface, decreases more
rapidly in the shallow water due to the low thermadss. The seasonal analysis shows that,
during summer, the water surface temperature ismemarthan during nighttime. The
interannual anomalies are higher in January andlania June for daytime and nighttime.

The reservoir gained heat from January to May aach fAugust to December. It lost heat
from May to August. The period of heat gain wa®alse period when the reservoir had a
high potential to stratify, and during heat losd)ad the potential to mix. A difference exists
between the heat balance near the dam and rivlueones.

The statistical model shows that, for water surteoeperatures measured at daytime, only the
incoming shortwave radiation is needed for the rhdéer nighttime, it needs the longwave
radiation, latent heat flux and sensible heat fllixe nighttime water surface temperature is
more complex to model than the daytime surface &atpre.
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EXTENDED ABSTRACT

INTRODUCTION

It is well understood that atmospheric forcing.erivnflows, convective currents and water
withdrawal play an important role in reservoir dgmes. As such, these processes have and
will continue to be well studied to ensure predietschemes can be developed to enhance
management strategies. However, it is becomingeasingly obvious that other processes
also play a key role in reservoir mixing and watprality. These processes include
groundwater inflows and evaporation that resultsdifferential cooling and biological
activity. More recently, it has been observed thatroelectric power stations that use water
supply reservoirs as their discharge and rechaoga pan also be considered an important
reservoir mixing mechanism. In this situation a togdectric plant releases its water into a
thermally stratified reservoir at a rate exceedingt of normal flood events — resulting in
direct water mixing. The release events, whose tdurais of O(hours), are therefore
dynamically significant and likely to enhance im&r wave activity (at least during the
initiation of the flow) and related boundary mixirgfes.

METHODOLOGY

A detailed field study aimed at quantifying theftaw jet from a hydroelectric power station
was conducted on Wivenhoe Dam, Queensland, Austrilivenhoe Dam is the largest
reservoir and the major water supply in South Eastensland (Gibbes et al, 2009; Gibbes
and Grinham, 2010)). The power station releasesnwato Wivenhoe Dam, through a set of
turbines, from an upstream storage (Splityard Crigakn) during peak load periods when
electricity prices are relatively high, thus lowegi Splityard Creek and raising Wivenhoe
water levels. During off peak periods when eledfics relatively cheap the station pumps
water from Wivenhoe into Splityard Creek ready itsr next release. As the power station
operators do not have a calibrated model for th#tayu behaviour of their plant an additional
aim of this study was to quantify the flow ratetat@e to the power generating turbine and
water property conditions. Flows exiting the powéation were monitored primarily using
two transecting ADCPs —one was mounted on a smiidtable raft drawn backwards and
forwards across the power station outflow chanhetecto the power station outlet (initial
inflow conditions) while the other was traverseghort distance away in order to quantify
dilution rates and obtain a suitable data set tdure model validation. Additional bed
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mounted ADCPs (with one located near the powerlostabutlet) were also deployed to

monitor long term water column changes. The printiata set collected during the study was
the result of a controlled release program providgdhe power station operators. Inflows
varied from 0 (no flow) to 600 ¥s (maximum flow).

RESULTSAND DISCUSSION

Studies of the inflow revealed that the flows itite reservoir were highly turbulent in nature
(Reynolds numbers typically exceeding 1x107) withwf rates encountered typically five
times greater than that of a typical flood event.

Figure 1 presents a comparison of the power statinflows against the flow rates measured
50m from the effective outflow point. The data ralgethat in this short distance the flow rate
increased by 10% - hence significant water entrammesulting in a dilution of 10% in this
short distance.
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Figure 1. Plot of power station outflow at a distance 160onf the source (£o) VS power
station outflow rate (). The line of best fit to the data isd@= 1.1Q with R°=0.94.

The results from the study showed that the powagiost would normally run at a¢d- 250ni/s, for
periods up to 4 hours for no more than one infleere per day. The flows are therefore significant i
the mixing behaviour of Wivenhoe Dam and must tfegee be included in all future modelling
activities. Additionally, it is now evident thatdlreverse flow case initiates a selective withdfawa
process that also requires further investigatioit B0 may be an important stratification confira
mechanism.

Therefore, power stations can have a significafécefon reservoir dynamics and their presence
warrant careful modelling to be undertaken if tegervoir dynamics are to be accurately replicated.
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EXTENDED ABSTRACT

Saginaw Bay is along (about 100km by 50km) and shallow bay in the south-east corner of
Lake Huron (Figure 1). Like many coastal areas around the world, Saginaw Bay has been
subjected to numerous stressors including toxic contaminants, nutrients, sediments,
overfishing, and invasive species. The combined effect of these stressors has compromised
the health of Saginaw Bay and resulted in the loss of many ecosystem features and services
that people value. Several on-going projects dealing with the water quality of Saginaw Bay
require detailed information on circulation in the Bay (and fine-scale circulation near the
beaches on the inner bay) and water exchange with Lake Huron.

We employ the Princeton Ocean Model (Blumberg and Mellor 1987) for calculation of lake-
scale hydrodynamic circulation. Over the past 10 years, the Princeton hydrodynamic model
has been adapted for use in the Great Lakes and has been successfully applied both for long-
term climatological ssmulations and for use in areal-time coastal forecasting system (Schwab
and Bedford 1994; Beletsky and Schwab, 2001; Beletsky et a., 2003). The model is based on
the three-dimensional, nonlinear Navier-Stokes equations. It employs a terrain-following
vertical coordinate (sigma coordinate) to provide high vertical resolution even in shalow
areas. For lake-scale simulations, meteorological data from the NWS surface observing
stations and mid-lake weather buoys are used to synthesize overwater momentum flux and
heat flux fields to drive the model to calculate circulation and thermal structure lake-wide and
in Saginaw Bay in 1993, 1995, 1996 and 2008 on a2 km grid.

Lake-wide model results show significant interannual variability in circulation patterns and
water exchange between the inner bay and the outer bay. In general, waters of Lake Huron do
not penetrate deep into Saginaw Bay due to peculiarities of local bathymetry. In particular, the
presence of an anticyclonic gyre near the entrance of Saginaw Bay in summer significantly
impacts water exchange between the lake and the outer bay. The size of this gyre varied
between years, indicating potential importance of this phenomenon for interannual variability
of chemical and biological processesin Saginaw Bay.
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Nested grid model was developed for the inner bay on a 200 m grid to support research on
forecasting beach closures due to contaminated river plumes. Results from the whole-lake
simulations are used to specify the open water boundary conditions for the nested grid
simulations. Mode results are tested with current observations at severa near-shore
locations. Additional model validation is done with satellite imagery of Saginaw River plume.
The model became operational in summer 2009 as a part of the Great Lakes Forecasting
System.

Figure 1. Nested grid model of the inner bay of Saginaw Bay, Lake Huron.
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EXTENDED ABSTRACT

INTRODUCTION

For small and medium sized lakes with a charadteriesngthscalel() less than or equal to
the Rossby radiusRj, hydrostatic Reynolds averaged Navier-Stokes temuaRANSE)
models have been shown to be capable of resolti@dundamental processes at the basin-
scale, including surface seiches and internal ikedwid Poincaré waves (e.g. Hodges, et al.
2000). However, for large lakes (e.g. the Gredtelsy whereL >> R, these models are
typically calibrated against temperature and curm@pservations (e.g. Ledn et al. 2005;
Schwab & Bedford 1994; Huang et al. 2010). Thditgbof these models to simulate the
fundamental processes in large lakes has not neestigated.

METHODS

A three-dimensional hydrostatic Reynolds-averagadi&-Stokes equation model (ELCOM,;
Hodges, et al. 2000) has been applied to simuhatéce-free hydrodynamics of Lake Ontario
during 2006. ELCOM solves the unsteady RANSE @nkan x 2 km horizontal z-level grid.
Vertical grid spacing varies from 1 m near the scefto 16 m near the bed. The model is
forced with 10-min meteorological data recordedBrwironment Canada at stations 1263,
586 and 403 (Fig. 1).

RESULTS

The modelled water levels at stations 1266 and Mé&® compared to nearby water level
observations from gauges. The seasonal trendswadtrenodelled when the streamflow data
was increased by 20%. Spectral energy plots oliiter levels show statistically significant
peaks in the model result and field data at 12am at the periods of the first (5.06 hr) and
third (2.32 hr) longitudinal surface seiche modes.

Modelled temperature profiles were compared to Mesketemperatures at stations 403, 586
and 1266. The evolution of the temperature pradileell modelled (e.g. Fig. 2a,b),

including the formation of a seasonal thermoclina depth of ~ 15 m, surface layer mixing
events (near days 180 and 200) and large and so@d oscillatory motions associated with
baroclinic (internal) waves. Higher-frequency Rairé wave oscillations are evident in the
observations and model results along the therme¢hkig. 2c,d). The dominant spectral peak
in both the modelled and field data at station 128§ a period of 16.38 hrs and is identified
as an internal Poincaré mode, just below the mlefrequencyf =17.35 hrs. Topographic

and internal Kelvin waves are simulated, but argenresolved (not shown). We expect that
these motions can be captured withR&h or ~1 km grid (Schwab & Beletsky 1998).
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Figure 1. Bathymetric map of Lake Ontario showing the lomas of the field stations,
inflows and outflows. Distinct meteorological datas applied in each of the three regions

delineated by the dash-dot lines as recorded tbs$al263, 586 and 403. The depth contour
isobaths interval is 25 m.
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Figure 2. Modelled (a) and observed (b) temperature costairstation 1266. Detail
showing modelled (c) and observed (d) Poincaré waedlation.
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ABSTRACT

Chemical transformations must be reflected in teasdy function to simulate chemically
stratified lakes. Partial molal volumes are usedcébculate density from the chemical
composition of lake water. A second order approxiomafor temperature dependence and
ionic strength dependence is proposed for calagadiensity. The approach is assessed for
seawater composition. In most cases, a very gopresentation of density based on the
actual chemical composition of the lake water isiemed. This density function can easily be
implemented into geochemical stratification modélsis facilitates the numerical tackling of
pressing questions, such as meromixis or doubfasiie features or changes due to climate
variation. This new approach is put into the conhtéother density approximations.

KEYWORDS
Density, molal volumes, physical limnology

EXTENDED ABSTRACT

Potential density is the central quantity to eveuatability of a stratification. This
stratification controls the vertical circulation tz#ke waters and the propagation of internal
waves. Small differences control the processeshégitd accuracy approaches are needed for

many applications. Density of water can be measatedrelative accuracy of abo®10°®

in the densitometer DSA 5000 manufactured by PA&Rag, Austria). This is about the
accuracy that suffices for most limnological applions. There is no direct density
measurement that supplies a similarly accurate aneasent in the field.

Not for all purposes, samples can be taken toaheratory. Alternative methods had to be
developed to yield density values from easier tasuee quantities. Usually temperature and
electrical conductivity can be used to evaluatesdgron an indirect path. The currently used
approaches can be categorized in four groups. bfaste numerical approaches can be read
in Boehrer and Schultze (2008):
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FRESH WATER EQUATION

Buhrer and Ambuhl (1975) proposed a third orderypoinial for density of water of
vanishing electrical conductivity. A conductivityomtribution was added to density,
depending linearly on electrical conductivity. Thismula is in use for many alpine lakes, in
some cases with small alterations. Based on stiemaila, density profiles can be calculated
based on easy to measure quantities such a temgeaaid electrical conductivity.

Similarly Chen and Millero (1986) proposed a formuWwhere salinity takes the place of
electrical conductivity. Salinity is evaluated aatiog to ocean approaches (Foffonoff and
Millard, 1983) with a correction for low salinitynhnic waters. This equation is proposed for
any limnic water of salinity below 0.6.

OCEAN WATER

Lakes or estuaries connected to the sea, but alse fakes connected to salt deposits in the
ground can resemble the chemical conditions of meeater well enough, to use the ocean
formula given by Fofonoff and Millard (1983). Satynis based on a measurement of
electrical conductivity and calculated over sevénédrmediate steps. Based on this salinity,
density is evaluated as a function of (potentiethperature and salinity. This formula is in
common use, especially if any more detailed infdromaon the chemical conditions in the
limnic waters is missing. The reference of ocearevgais widely known also amongst
limnologists. Strictly speaking, this formula islpwalid for salinities between 2 and 42. For
the complete formula see e.g. Boehrer and Sch(2G@8).

LAKE SPECIFIC APPROACH

If a formula basing density on temperature andtetad conductivity is required for a certain
lake, the most accurate approach is probably tectaiwo water samples from the lake. One
of the samples should be at the high end of theredal conductivity range encoutered in the
lake and the second sample at the low end. (Itrtat conductivity differences are small in
the lake, the low conductivity sample may be praduby diluting the first sample with
deionized water.)

The density of both samples is measured over ttieegange of interesting temperatures. A
numerical regression of'4order usually suffices to approach the measuresneithin the
accuracy of the single density measurements. Thesitye differences between both
regressions are contributed to the different elgadtconductivity of the samples. For a closer
description of the approach, see Boehrer et al0qR@ealing with the iron meromicitic
Waldsee. Compared to above mentioned freshwateoagipes, this lake specific approach
can be applied to lakes of chemical gradients, has reference of vanishing electrical
conductivity is not used. This approach only usesimplicit assumption that the entire lake
water lies along the mixing line between the twmgkes and density changes linearly with
electrical conductivity.
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DENSITY BASED ON MOLAL VOLUMES

This approach starts with the density temperatoreetation of pure water. The contribution
of all dissolved substances will be added in lateps. Such an approach is required, when in
geochemical models the concentrations of dissobudrstances are known and density needs
to be based on the actual concentration of subssarSchmid (2004) has used such an
approach when modelling the stability of the sftiadtion, while dissolved gases, which
contributed essentially to density, were removeminfrthe deep waters of African lakes.
Schmid (2004) included separate terms for methadecarbon dioxide.

In general, substances add their mass to a soluti@m being dissolved in water. However,

also the volume of the solution changes. This v@uwinange has been evaluated empirically.
Coefficients of most interesting substances arelabla. Also the temperature dependence
and dependence on concentration of dissolved sudetare known (see Boehrer et al. 2010).
Based on these coefficients also the volume ofnapta of water with given solutes can be

evaluated. Dividing mass of a solution by volumelds density. Hence the density change
due to a chemical reaction can be simulated.

Boehrer et al. (2010) tested this approach quainiis for ocean composition and concluded

that the approach delivers very good results fgr@ncentration over the temperature range
most interesting for limnologists. The approachstimight forward and can be included in

geochemical lake stratification models (Moreirale2009).
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EXTENDED ABSTRACT

INTRODUCTION

Meromictic lakes are characterised by an incompdei@sonal mixing of the hypolimnion,
resulting in a closed-off monimolimnion. This (amox layer is enriched in dissolved
substances forming a chemocline, which separateslagers. The knowledge of any
monimolimnic groundwater exchange is essentialtfier understanding of the geochemical
reactions in the monimolimnion and might play apartant role for its continuance.

METHODS
In order to detect groundwater exchange the meammne of one conservative tracer is
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normally not sufficient, as mostly the verticalrtsport coefficients in the monimolimnion are
not known. However a combination of two consenatiracers can be used to eliminate the
vertical transport.

RESULTSAND DISCUSSION
We assume steady state, i.e. the tracer concemsapirofiles do not change in time, which
we use as first order approach for the measuremeeitav the chemocline (Fig.1). This
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assumption implies: steady vertical flux at theefakbottom and at the chemocline and
moreover (if present) a steady, probably depth deégee, groundwater flushing.
Using Fick’s first law and the mass balances far tvacers depth dependent, we end up with
an equation that shows, if the correlation of twoservative tracers deviates from a straight
line, then there has to be an exchange with groateiwwonRohden et al., 2010).
In the case of Moritzteich we can clearly distirgjutwo regions, where, within the errors of
the measurements, we have straight lines (i.e.roongiwater flushing) with different slopes
(Fig.2). So we can infer a groundwater-lake exclanghere csps is ~0.3 fMol/l and
%0 ~ —7.8 %o This corresponds to a depth of abblimextending over2.2m(Fig.1).

To quantify the exchange rate the tracer

45[ 1 concentrations of the inflowing groundwater
o May 05 o . :
5ol © June26 5 | and f[he vertical flux at one single d_epth_ are
' A Sep. 06 o required. In the case of Lake Moritzteich,
-55+ ¢ Oct. 11 1 we use as lower boundary the flux across
the chemocline being close to molecular
— 6.0} . .
3 transport. The tracer concentrations of the
o 651 1 inflowing groundwater are not known. In
T 70l | order to estimate the limits of the exchange
' rates, we calculated two scenarios: (1}-SF
-1.5¢ 1 concentration of the inflow a® and (2)

80k 0.2 fMol/l. The first assumption implies old,
Sks-free groundwater entering the lake,
8.5 1 whereas the second assumes ~&0%
00 05 10 15 20 28 addition of recent water.
SF, [fmol/l] The estimation of the groundwater exchange
rate is19 and57m°/d or 6 and19% per year
Figure 2: The change in slope of correlationdbio of the involved layer of2.2m. The
and Sk marks the region of groundwater inflow . 18
associated groundwated O values are
rather high £8.5 and —-8.1%o.), but might be explained by the addition of watehich has
undergone some evaporative modification to the mplaater £9.1%o), entering the lake.
Applying the same procedure to the electrical catidity, a sink can be identified in the
upper chemocline and estimated 24uS/cm per year, which presumably is due to
precipitation of iron hydroxides.

CONCLUSIONS

From the change in slope of the correlation of memservative tracers we can identify a
groundwater inflow (if the inflow concentrationsearot “binary mixed”).

Adopting the general assumptions of steady stateclose to molecular transport across the
chemocline scenarios can be used to calculate ithiés [of the groundwater exchange.
Correlating a non-conservative tracer to a conseeane (e.g. 4§, we can identify and
quantify a source or sink of the non-conservativarity.
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EXTENDED ABSTRACT

The Gulf of Finland is an elongated estuarine-ldb-basin of the Baltic Sea with a
complicated dynamic activity. The main precondifiofor the development of dynamic
processes of different scale are the vigorous toasind bottom topography of the gulf, the
variable wind field over the gulf promoted by theostly eastward moving atmospheric
cyclones and a large freshwater inflow of the rid&va at the eastern end of the gulf. The
circulation pattern of the gulf as well as the eunts induced by different meso-scale
processes have been intensively studied in thediside by numerical models and also by
acoustic current meter data analysis. In the ptestedy we focus to the response of currents
over the shallow Naissaar Bank to varying windsthia Gulf of Finland the varying winds
were found to give rise to considerable variatiohsvind-driven currents (Aleniust al.,
1998, Gastgifvarst al., 2006) and to cause the upwelling/downwelling ¢venith the
related jets (Talpsepg al., 1994, Laanemeid al., 2005). Moreover, the inertial oscillations
and seiches with the accompanied currents are lysgeherated after the passage of wind
fronts (Aleniuset al., 1998 and references therein). Still, there exasteficit of experimental
data about the bottom topography influence on atsreConsidering our observation site on
one of the banks at the entrance to the Tallinn(Bay. 1), the resultant near-surface currents
will presumably be rather complicated. In the stushyorder to explain observations, we
consider the following constituents of the obsergadent: the wind-generated drift currents,
the barotropic currents due to the wind-inducedleeal gradients and the currents initiated
by the passage of wind fronts (seiches, inertiaillasions). We determine the most energetic
submesoscale harmonic oscillations of currents kama of spectral analysis. The residual
current vector is formed by removal of these oatidhs from the original series. Finally, the
correlation between the wind and current residusitars as well as the effect of the local
bottom topography on the residual current are egéth

Our study is based on the time series of curretdcity measurement performed within 5
weeks on the Naissaar Bank in the northern pathefTallinn Bay, Gulf of Finland in late

autumn of 2008 using a bottom-mounted ADCP deploge® m depth. The observation
period was characterized by a variable strong maauitherly wind with the speed exceeding
10 m s during 60% of the whole period. The seiches Wi periods of 31, 24, 19.5, 16 and
11 h and the maximum current magnitudes of 3—8 Tnwere provoked after passing the
wind fronts. The contribution of inertial oscillatis and diurnal tidal currents were less
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important. Thus, altogether the variance of différescillating currents formed 25% of the
total variance leaving 75% to the low-frequencyrents (with time scale >36 h).The low-
frequency current correlation with the wind wasf6ér the whole series and much higher
(up to 0.90) within shorter steady wind periods.ti#¢ wind speeds less than about 10 s
the current veered to the right from wind ~35° (F&) without any significant veering
direction in vertical. During weaker decaying winds counterclockwise veering was
observed. The latter behavior deviating from thengk drift current was most likely caused
by a barotropic geostrophic flow due to the sea@llgradient along the Gulf of Finland. In
addition, the currents revealed two dominant dioest, which were interpreted by the
influence of the bottom topography. Firstly, durisigong winds the flow was steered along
the isobaths of the bank. Secondly, at times, seaa moderate winds and large sea level
gradients along the gulf, the flow was directedhglthe ‘channel’ located to the north from
our measurement site.
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EXTENDED ABSTRACT

The observed current dynamics in the wind-drivepengayer of the ocean deviates from the
classical Ekman theory. So, the surface currentimgérom the wind stress direction differs
in general from the value predicted by the Ekmaoti and the currents' turn (clockwise in
the northern hemisphere) with depth is often smahian in the Ekman theory (Price et al.,
1987). The deviations have been so far explaineddnyplementing the Ekman theory with
either the logarithmic boundary layer model, witte tsurface-wave-induced velocity bias,
with the depth-varying eddy viscosity or with theean density stratification (Price and
Sundermeyer, 1999). Our hypothesis is that therebdedeviations of the surface current
from the Ekman theory can be explained by the pliegaorientation of large-scale eddy
rotation in the ocean upper layer supported bywvecity shear. The suggested model is
based on the relevant turbulence theory (Heinl@®42 treating the turbulence as divided
into the orientated (large-scale) and non-oriedtdsenall-scale) constituents. The dominant
effect is attributed to the orientated turbulenoestituent interacting immediately with the

average flow.

Let (x,y,2) be the wind-relative Cartesian coordinate systeith the coordinate directed
downward,z=0 at the ocean surface, and the coordiralieected down the wind. The flow is
considered forced by the constant wind stress(-7,00), 7>0. The coordinate system is
assumed right-hand in the Northern Hemisphere aftch&nd in the Southern Hemisphere.
Assuming the flow velocityi=ux+iuy, wherei is the imaginary unit, depending amnly, the
solution of equations of the applied theory for #pecified flow in the non-stratified ocean
has the form

T =0 (0)expe_2)expli 2) + i - 2 yexp( 2
u =u, (0)exp¢ hll)eX|o( I hlz)+ u, (0) exp( h21)exp6 hzz)’ 1)
in which
l]l(o)zi—/11+B/12exp677/4) and az(o):LAZ_B/]leXpGHM)_ @)

s /]12 _/]22 My /112 _/‘22
In (1) and (2):4, =-h, " —ih,™ and A, =—h,* +ih,,*, where the depth scalds,, h,,, h,,
and h,, are determined by the coefficients characterizimg medium physical properties
(Heinloo 2004), whilehz1>h;1>0, hy1>hp>0, h;2>h;:>0 and h;,h,, +h,h,, =h,h,, =h.h,,;
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B>0 and >0 are determined by the medium physical parametadcs by the boundary
condition of the average angular velocity of thelyedotation at the ocean surface. The
solution (1) includes the observed deviations @& welocity vertical distribution from the
velocity predicted by the classical Ekman solutidollowing from (1) for ,(0)=0,

hp1=hoo=/g, wherelg is the Ekman depth scale, aipd0)=}i(0)|exp(774).

In Fig.1 the solution (1) is compared with datatbe flow velocity relative to the reference
level atz=98 m measured in the Drake Passage, Southern Qckgomed from (Lenn and
Chereskin, 2009) and with the corresponding vejodistributions according to the Ekman
solution. It can be seen in Fig.1 that the depththef Ekman layer following from the
suggested model and from the Ekman solution excesasiderably the depth of the applied
reference level of 98 m resulting in different estes of the velocity-folding depth. In
particular, the stated in (Lenn and Chereskin, 20fiference of 2-3 times between the
velocity e-folding scale and the rotation scalee(s¢so (Pricest al., 1987; Schudlich and
Price, 1998; Price and Sundermeyer, 1999)) would show up for the reference depth
compatible with the theoretical vertical distrilmrtiof velocity.

Au,,Au, ,cm st
0 0.5 1 15 2 2.5

Figure 1. The depth-dependence of velocity componéiig-ReA: and Au,=ImAi, where
Aii=i-U in which U is the velocity at the reference lews8 m, calculated according to the
suggested model foB=1.7, h;;=14.0 m, h»:=44.2 m, h,==43.6 m, 7 15'=0.115 & (solid
curves) and according to the Ekman model for thedtk scalehe=44 m, §(0)|=3.2 cm §
(dashed curves) compared with data (circles) addpben (Lenn and Chereskin 2009).
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ABSTRACT

The European larger Shelf Sea including the Nogh, Srish Sea, Gulf of Biscay and
large parts of the Mediterranean Sea was simuladed) the 3D hydrodynamical model
GETM (General Estuarine Transport Model $egp:/getmeu). The turbulence model
included is the GOTM model (General Ocean Turbuddviodel sedttp://www.gotm.nek
Typical runs were covering the time period from 398 2008, but the period of main
interest was from 1998 to 2008. The model was mrsgherical grids with different
horizontal resolutions the results presented hexdram a medium fine resolution setup
of 5’x5’ (1/12 degree). The area covered extendgty from 20° West to 10° East and
from 30° North to 61° North.

General vertical coordinates using 25 layers wengied. The meteorological forcing
was derived from bulk formulae using six-hourlyued on a grid from ECMWEF interim
re-analysis data. Initial and open boundary cood#iwere derived from the World
Ocean Atlas (WOA2005) data. Climatological rivenoff from the major rivers in the
region of interest is considered in the simulatiofe tidal forcing at the open
boundaries towards the Atlantic Ocean was con&dufiom 13 partial tides from the
TOPEX-POSEIDON data set. Observed Sea Surface Tratope (SST) data were taken
from the NOAA/NASA Ocean Pathfinder satellite, &&p://podaac.jpl.nasa.gov/sst
Results are still preliminary, but it was possitdeeproduce the basic circulation patters
in the European Shelf Sea in sufficient detail. Tescribedconditionsat the open
boundaries are very critical for the quality of Simulations.
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EXTENDED ABSTRACT

INTRODUCTION

Lake Myvatn and its surroundings is a unique laagsccreated by the interaction of water
and the basaltic volcanism of the mid-Atlantic edgfraddling Iceland. The hills forming the
backdrop of the lake were created by subglaciataribm during the Pleistocene; the
landscape on the shore is dominated by littoraksqipseudocraters) formed as lava flowed
into a precursor lake and interacted with its wébgged sediment. The lake itself is partly
fed by tepid groundwater, heated by subsurface dsodf magma. Most of the inflow,
however, is cold groundwater that has dissolvedienis from the extensive postglacial lava
fields in the catchment. The critical nutrient isogphorus which supports rich and diverse
aquatic life, characterised by an abundance ofonbmids and small crustaceans which in
turn feed rich wildlife resources comprised of fiahd waterfowl. The shallow, naturally
eutrophic Lake Myvatn has caught the attentionatfiralists since the early i @entury. In
the last 40 years there has been a systematictt®mmap and understand its limnology
(Jonasson, 1979; Einarsseinal., 2004). What is emerging is a picture of a higthjynamic
and vulnerable ecosystem responding to long tenermexl forcing but also showing extreme
short term quasi-cyclic fluctuations due to compiexd web dynamics.

THE ECOSYSTEM

Ecological features of Lake Myvatn and the outflogvriver Laxa exhibit large variation on a
range of spatial and temporal scales. The two fadtaving the largest spatial effect are (1)
the physical division of the lake into three maiasims and (2) variation in chemical
composition and temperature of the artesian sprifegding the lake. Variation in
groundwater characteristics depends on percolétio® and proximity to geothermal sources.
Variation in precipitation is moderated by the pmovolcanic soil and bedrock and the
spring-water discharge is therefore very stable.

The primary producers, mostly diatoms and photdstid bacteria, go through a
decomposing stage before being consumed by segormtaducers which are mostly
chironomid (midge) larvae and small crustaceansnidang of the food web has revealed
strong quasi-cyclic fluctuations that seem to begedr by processes internal to the food web
rather than by external factors. It seems thatntidge Tanytarsus gracilentus is a keystone
species in this respect. Its larvae are dense éntmugat up available food and subsequently
the population crashes. Other invertebrate popmulatiollow suit because they rely on the
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same resource. A mathematical model has been gmeklthat describes the fluctuations
which involve rapid switching between two modespopulation behaviour, one stable the
other oscillating (Ilveset al., 2008). Studies of the model suggest that thesystem is
sensitive to just small changes in the transpodrgénic particles (food) into tHEanytarsus
habitat. Any reduction in these transported patichcts to deepen the fluctuations because
they serve as a food reserve in lean years. Thaadtrgd small fish as predators may also be
substantial but is probably most influential in tingper levels of the food web during lean
years. Temporal variation in epibenthic chironomatgl Cladocera translates into variable
production of vertebrate predators (Arctic chard auicks), body condition and mortality of
fish and sometimes into return rates of migratidgladucks (Gardarsson, 2006; Einarssbn
al., 2004).

Recycling of nutrients through internal loadingngportant. In winter, when the lake is ice-

covered, the topmost 5 cm layer of sediment poreemiaas a hundredfold concentration of
nutrients relative to the overlying lake water. Tingrients are released during the ice-free
period by sediment resuspension, diffusion, biaitidn and recycling by the benthos. In

spring, resuspension events sometimes lead tosspikdissolved phosphorus and nitrogen,
but there is little evidence of any major desonmptmf nutrients from suspended patrticles
during such events later in the summer (Einargsah, 2004).

Palaeolimnological studies indicate that primargdurction in the South Basin is increasingly
benthic as the lake depth is reduced by sedimentgdround 2 mm ¥¥). Other trends
include a decrease ranytarsus andDaphnia and an exponential increase in green algae and
associated organisms.

Diatomite mining of the lake sediment in the peri#b57-2004 created a new dimension in
the spatial and temporal structure of the ecosysherme North Basin, where the mining took
place, the distribution and density of waterfowkhednanged as duck and swan habitat was
reduced. Also, extensive sediment focusing intonti@ng pits is occurring there. Hydraulic
modelling has been used to envisage the impacbtnpal diatomite mining in the South
and East Basins. The main impact would be focusingesh detritus into the dredged pits.
The estimated annual sediment focusing is one tothivds of the annual net production of
sedimented detritus in those basins, depending inmgnscenarios and weather (Kjaran

al., 2004). The predicted impact is one of reducedeathic production and destabilization
of the ecosystem (Einarsseimal., 2004; lvest al., 2008).
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EXTENDED ABSTRACT

INTRODUCTION

Significant changes have been observed in seviamztec factors in Iceland for the past 200
years. Most notably, climate has been warming altiegrto global warming in the northern
hemisphere, with an increase in annual mean teryseraf about 0.7°C per century, as
measured during 1798007 in Stykkishélmur, W-Iceland (Bjérnssenal. 2008). In the 26
century, there was a cold period between 3886, but otherwise temperatures have been
rising, especially in spring (ApriMay) and autumn (OctobeNovember). For the past
20-30 years, the last decade in particular, summepéeatures have also been very high.

The climate warming in Iceland has caused changdsydrological and physie@hemical
factors, including rapid glacial retreat, increasechoff and mechanical and chemical
weathering fluxes in dissolved and suspended naddgiBjornssoret al. 2008; Gislasoet al.
2009). So far, studies in Iceland on relations leetwclimate change and hydrological factors
have focused on glaciers and running waters. Ledsxown about climate change and its
effects on lakes, but see Malmquet al. (2009). This paper presents data on physico—
chemical factors in six lakes in SW-Iceland in eorgtion with climate warming.

SITE DESCRIPTION AND METHODS

Physico-chemical and biological factors, includitegmperature, conductivity and acidity,
have been monitored every month since 2004 in akévakes in SW-Iceland. Sporadic
measurements exist from some of the lakes backeaaighties in the last century. Here we
present data on conductivity (adjusted to 25°CYauar lakes in the metropolitan area of
Reykjavik: Lake Ellidavatn (2.02 Kmmean depth 1.0 m, max. depth 2.3 m), Vifilsstafiav
(0.27 knf, mean depth 1.0 m, max. depth 1.5 m), Hafrava®B(knf, mean depth 8 m, max.
depth 28 m) and Raudavatn (0.32.%kmean depth 1.0 m, max. depth 1.4 m). Also present
are results on thermocline studies in Lake bingvalin (83 ki, mean depth 34 m, max.
depth 114 m), Kleifarvatn (10 Kimmean depth 29 m, max. depth 97 m) and Hafravatn.
lakes, except Hafravatn and Raudavatn, are toge kxtent springfed water bodies, situated
in catchments dominated by permeable, volcaniclbaszks from late Holocen age.
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RESULTS AND DISCUSSION

Changes in Conductivity

Conductivity increased around 15% over the pastrsgears in all four lakes. In Ellidavatn (
= 0.40, n = 112, p<0.001) and Hafravatr=(0.61, n = 93, p<0.001), conductivity increased
from around 80 uS crhin 2004 to around 9&S cni' in 2010. In Raudavatm € 0.53, n =
85, p<0.001) and Vifilsstadavatn € 0.64, n = 94, p<0.001), conductivity increaseairf
around 130 pS crhin 2004 to around 150S cni' in 2010. Earlier, sporadic measurements
on conductivity in the lakes, dating back to 199834, are in line with the observed trend.

The increase in conductivity coincides with climat@ming in the metropolitan area, starting
25-30 years ago, resulting in increased lake wtemperature, as best demonstrated in
Ellidavatn, with an increase of 2.3-2.7°C on averag spring (April) and late-summer
(August) (Malmquiset al. 2009). The increase in lake conductivity may be ttuthe climate
warming, resulting in increased weathering ratebadaltic rocks in the catchments hence
increased conductivity, as observed in catchmeniE-Iceland (Gislasoet al. 2009).

Lake Stratification

Based on available data from 1979, 1981-1982, E®42007—-2009, direct stratification (
1°C mi* in the metalimnion) does apparently not developiimgvallavatn, the largest lake in
Iceland. However, a weak thermocline may in somargaevelop in late summer (July-
August) at 20-25 m depth, as e.g. in 2007 and 2@@h a gradient of 0.2—0.3°Cwas
observed in the transitional zone (10-13°C at mwoghe epilimnion andk 8.5°C in the
hypolimnion) (Malmquisiet al. 2010). In Kleifarvatn, measurements in 2005-200é 2008
revealed a weak thermocline at 20—25 m depth endatnmer 2008, with a gradient of 0.2—
0.3°C ni' in the transitional zone (10-12°C at most in théirapion and< 8.0°C in the
hypolimnion). For Hafravatn, no thermocline waseated in 2003 or 2007.

In general, direct stratification, as commonly defi (Moss 1998), does apparently not
develop in Icelandic lakes. Rather, the lakes appede more or less mixed from top to
bottom throughout the year. We explain this by wéxgosure due to open nature of Icelandic
landscape. However, in very warm and calm periadgeak thermocline may be present for a
short time. Moreover, if predictions about climat@rming in Iceland of 0.15-0.20°C per
decade (Bjornssoert al. 2008) come true, stronger and longer lasting tbehme may be
expected in Icelandic lakes with accompanying ¢ffen the biota.
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EXTENDED ABSTRACT

Lakes situated in porous lava fields of volcanic zones are essentially groundwater-fed, often
with no significant surface inflows and a single river outlet. Groundwater typically enters the
lake at its shores and bottom through springs, where groundwater naturally emerges from the
subsurface. The permeability of the geological strata and the lakebed sediment, as well as the
groundwater availability, determine the size (discharge) of the springs. Spring discharge can
be very large where porous strata extend over large areas, particularly if geological conditions
concentrate the groundwater to surface depressions such as lake areas.

Groundwater contributes to nearly 100&/sror about 20% of the total runoff in Iceland, with
200-300 nis originating from glaciers (Sigurdsson, 2001). The largest portion of this
groundwater surfaces in the highlands, at 200-800 m a.s.l.,, primarily in relation with
geological strata and fissures at and near the active volcanic zone. Most of the largest rivers
in Iceland have a large groundwater component, with over 30-50% of the common river
discharge originating from groundwater springs. Some are almost entirely spring-fed rivers,
such as Sogid and Laxa in Adaldalur, which are outlets of two of the largest lakes in Iceland,
Lake Thingvallavatn and Lake Myvatn, respectively. The northern shore of Lake
Thingvallavatn is the largest spring area in the country, with a flow of abouf/85and the
sprir??g inflow in Lake Myvatn ranks as the fourth largest spring area in Iceland, with a flow of
32 m/s.

As is generally the case with lakes, the inflow and outflow is a basic forcing contributing to
the lake circulation. Moreover, temperatures and chemical contents of inflowing water affect
the lake water quality. Notably different from lakes with primarily surface inflows are the
rather constant inflow rates, temperatures and chemical concentrations of the springs.
Furthermore, a great spatial variability in these characteristics of the springs is common. In
particular, if active volcanoes are in the region or if significant glacial contributions
characterize the groundwater, the heterogeneity of groundwater temperatures and chemical
concentrations may be apparent. This spatial variability results in spatial heterogeneity in the
lake environment, including its ecosystem (e.g., Einaresah 2004).

The utilization of groundwater and geothermal resources in a lake region may lead to

modifications to groundwater flow paths, and changes in flow, temperature and chemical
characteristics of the spring inflows to the lake. Such changes in the spring inflows may also
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result from hydrologic alterations due to climateaege (e.g., Johannesson, 2007). With
potentially drastic effects to the lake ecosystdns very important to assess accurately the
hydrological changes due to groundwater utilizatorclimate change. Future predictions on
lake water quality are thus largely dependent airdlpgical estimates.

This importance on hydrological simulations is destoated with simulations of the Lake
Thingvallavatn and Lake Myvatn watersheds. Spedlify, simulation results are presented
on geothermal plant effluent fate and transporthmm vicinity of the lakes and groundwater
flow response to future climate scenarios. In tegpect, runoff modeling was performed for
several Icelandic watersheds according to predifttgre climate scenarios that involve
elevated air temperatures and precipitation duting years 2071-2100 compared to a
reference period 1961-1990. The results demoesti@atv less precipitation will fall as snow
and more snow-melt will occur during the winteConsequently, runoff in watersheds with
little or no glacial melt water will increase sudnstially during the winter, whereas spring
runoff tends to be smaller. On the other handyatersheds where runoff is dominated by
glacial melt water, the increase is the greatesiterglacial melting period, i.e. in summer and
early fall. It has been predicted that this sigaifit increase in glacial melt will lead to
thinning of the ice caps and retreat of glaciergmar and even to near disappearance of the
glaciers within the next 200 years (Johannessoal, 2007). The excessive retreat of the
glaciers may lead to drastic changes in springomflrate, temperature and chemical
characteristics at Lake Thingvallavatn’s northemore. Some effects in this regard may also
be apparent in Lake Myvatn.

The spring inflows affect various important physigeocesses for lake mixing and thus water
quality. It is expected that these processes newltered in response to changes of the
inflow characteristics. These responses are cereiddifferent for the shallow, eutrophic
Lake Myvatn, compared to the deep, oligotrophic d.akhingvallavatn. The persistent
horizontal density gradients imposed by either cotdwarm spring inflows, will lead to
exchange flows in the littoral zones that may bmglicated by diurnal heating and cooling
by the meteorological forcing. The lake stratifioa dynamics in general will be affected,
not only by the spatial variability of the horizahtdensity gradients, but by plunging cold
spring inflows and warm spring inflows penetratthg interior of the lake along the surface.
Questions arise with respect to internal wave dyosrmand how cascade of energy from
basin-scale to smaller scales will be affectedrtifeumore, the steady inflow of groundwater
at the lake bottom will modify near-boundary sfratitions and forming of boundary layers
may be affected. Lake Thingvallavatn and Lake Myvare suitable field laboratories to
study these processes with respect to the pantitesaof the spring inflows. Such studies
would furthermore provide much needed material iloghps in the description of their
physical limnological characteristics and would oy quite extensive ecological and
chemical investigations already reported from tHakes.
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EXTENDED ABSTRACT

A fundamental understanding of lake physical respsrto meterological forcing is necessary
in order to assess the future impact of climatengbaon such aquatic systems. Lakes in
northern climates differ from the better studiekek at lower altitudes in that they experience
a weak thermal stratification, which is solely meisfrom mid June to mid September (e.qg.
Helgason and Axelsson, 2009 and Andradéttir, 200Bglatively little focus has been on
characterizing the internal wave activity in sucbakly stratified systems. Rueda et al. (2003)
studied basin scale internal waves in Lake Tahaengweak winter density stratification,
and found that the internal waves had periods grébhtin 5 days and vertical displacements
as high as 30 m. Macintyre et al. (2009) studierhal and mixing dynamics in an Alaskan
arctic lake. Their isotherm data show periodictilations which are indicative of internal
wave activity. Therefore, these prior studies ssgdghat one cannot make the simplifying
assumption of neglecting the presence of internales in systems where the water
temperature is “almost” uniform with depth.

The goal of this present study is to charactertze internal wave dynamics in one of
Iceland’s largest (53 K and deepest (max. 112 m) lakes, Lake Lagarfljdte lake
historically receives sediment rich glacial riveater from Jokulsa i Fljétsdal, and more
recently also from the Halslén reservoir built onearby glacial river, Jokulsa i Dal, for the
Kéarahnjukar hydroelectric project.

Thermistors consisting of Starmon mini from StardDidtd. and TR-1060 loggers from RBR
Ltd. were placed at regular depth intervals atdHoeations within the lake in the summers
2008 and 2009. In addition, near bottom water cités were monitored with a Nortek
Aquadopp Acoustic Doppler Velocitimeter (ADV). Viedl temperature, conductivity, pH
and turbidity profiles were taken with a Sonde 6@00Itiparameter profiler from YSI Inc.
owned by the Insitute of Freshwater Fisheries mlaied. Local weather and hydrological
inputs were monitored by the Icelandic Meterolob@&ice (2009, 2010).
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Figure 1. Filtered water temperatures at 9m (blue), 13ragg), 19 m (red), 25m (cyan), 29m
(violet) to 37 m (green) depth in Lake Lagarfljdtly to October 2008

This talk will discuss the initial results of thmsonitoring program. As shown on Figure 1
Lake Lagarfljét is vertically stratified for 2 mdmg, from July 8 to September 15in 2008.
The temperature difference between surface andrmottaters is on the order of 2°C. Under
such weak stratificaion, internal waves with permdthe order of 1-10 days are observed.
Vertical displacements associated with these wavesn the range of 3-8 m. In addition
vertical modes are detected, seen for example byadmg of the temperature time series
around Julian day 200 in Figure 1.
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EXTENDED ABSTRACT

Polar lakes are highly sensitive to changes irctimeate. Some of the largest increases in the
air temperature anywhere in the world have beeergbd in the Mackenzie Basin. Rowse

al. (2007) suggested that Great Bear Lake is vergoresve to climatic variability, being
influenced by the relation between the length o tbe-free season and absorbed solar
radiation. Currently, the lake has an ice-freequkof ~ 4-5 months. The longest ice-free
period occurred during an intense El Nino in 1998leyer et al. (1994) conducted a
preliminary analysis of the impact of climate changn hypothetical lakes at different
latitudes including Great Bear Lake. They suggkdteat the lake is currently in cold
monomictic stage experiencing complete verticalingxonce in three years. Using a one-
dimensional model , their preliminary climate cbad simulations with Geophysical Fluid
Dynamics Lab (GFDL) steady-state climate scenarggested that under an atmospheric 2 x
CO; increase, the consequent increase in air temperatauld result in a reduction in the
period of ice cover from 82% of the year to only?&5 As a result of air temperature
increase, which was assumed to be as muci@sstrong convective mixing in the lake
could potentially occur in the spring and autummths. This suggests that the lake could
change its mictic state from cold monomictic todraee dimictic (overturn twice yearly in the
spring and the fall) with physical processes sinmtitatemperate lakes such as the Laurentian
Great Lakes. Such a change would have profoundidatipns for the lake physical
limnological characteristics (e.g. ice extent, ficee period, water temperature) as well as on
aquatic ecosystem components (e.g. fisheries) wtiehnorthern communities depend on.
However, these predictions have major limitatioesduse the meteorological forcing data
were not applicable for this region and the modas$ wot verified with measurements in the
lake. Furthermore, large lakes like Great Bear Laekaibit significant horizontal and vertical
variability in thermal structure and circulationhieh will have significant impacts on the
local weather and climate. Therefore, the main ahje of this paper is to study the current
conditions of thermal structure during ice-freeipgrand develop hydrodynamic models that
can be used to assess the climate impacts. Ap&rvironment Canada’s contribution to
the International Polar Year (IPY), the impact afrming on the thermal characteristics of the
Great Bear Lake is studied. During the summers00B2and 2009, time series observations
of meteorological, hydrological and physical limogical parameters were obtained in the
lake to characterize the thermal regime in the Igkgure 1). Surface heat flux components
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are computed from the meteorological measuremerds the lake. These observations and
the forecasted forcing from a regional version bk tCanadian operational Global

Environmental Multi-scale (GEM) model are used sitoulate the ice-free hydrodynamics in

the Great Bear Lake using a high-resolution, tltieeensional hydrodynamic model, namely,

Princeton Ocean Model (POM).

The model predicted surface and sub-surface teriysesaare close to observations. Surface
currents generally followed the prevailing windsg(ife 2). The model simulates weak
stratification and predicts mean cyclonic circudatireasonably well. By using POM we also
studied the thermal response of the lake under wartiimate. Sensitivity experiments
revealed that the temperatures in the upper watkmm increased by 2-5% with a 20%
increase in the net heat flux with noticeable clesnat the surface. Seasonal thermocline was
established at much shallower depths (=10 m) fagh#y longer period than the base
conditions. By using Canadian Regional Climate BlIo@CRCM) scenarios for the base
climate (1970-2000) and future warmer climate (2@9@0) we carried out hydrodynamic
simulations in the lake. The largest increasesurface temperature were observed in the
north-east corner ( 32) and near the southern shoreline (1°@)5n the Kieth Arm of the
lake. In deeper regions of the lake surface teatpegs are also increased by 0°%6-in the
future climate scenatrio.
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Figure 1. Bathymetry of Great Bear Lake in the Figure 2: Modelled Lake Surface Temperature an

model domain (in meters) and temperature mooriblye] currents averaged from Aug 1-Sept 30, 2008.
and APEX profiler locations (green).
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ABSTRACT.

Basin-scale oscillations or seiches are intringatdres of bounded water bodies: lakes,
reservoirs and enclosed seas. There is little knalout seiches in ice-covered lakes though
several recent reports suggest an appreciableilootidn of the lakewide oscillations in the
circulation under ice. Based on temperature recth@s the winter 2007-2008 in two ice
covered lakes, P&gjarvi in Finland and Vendyurskoe Russia, we demonstrate a
distinguished seiche signature in the isothermglatements at periods from hourly to
synoptic ones. The pattern of these lake-scalelatsmns reveals several unique features
suggesting their principal difference from the 'mat" seiches in summer stratified lakes: In
the deeper Lake Paajarvi, the oscillations develophe background of specific "lenticular”
thermal stratification with vertical spacing of tieotherms increasing from the near-shore
areas to the central parts of the lakes. As atrebel oscillations take place at higher vertical
modes with upper isotherms oscillating in the ceypitase to lower ones. All dominating
internal seiche periods exceed the inertial period forl#kes' latitudes, suggesting strong
effect of the Coriolis force on the oscillationsdams a result, concentration of the seiche-
produced oscillations currents in the near-shoeasain form of Kelvin waves - the typical
feature of large-scale geophysical flows. In thallsiver Lake Vendyurskoe, the internal
seiches appear only intermittently, whereas a gtsagnature of external seiches persist in the
temperature records at the bottom slope — a feapeeific for the strong near-bottom
stratification in winter. These features make thectrum of oscillations under ice much more
manifold than that in the open waters, where uguaily one vertical and one lateral mode
dominate. The results have important implicatiarsuinderstanding the lateral mass transport
from sediment and ice across the water column duha ice-covered season.

KEYWORDS
Seiches, ice-covered lakes, Kelvin waves, wintanblogy

INTRODUCTION

Below we compare the patterns of the basin-scalesvin two ice-covered lakes revealed
from the thermistor chains data in winters 200782@hd 2008-2009. The aims of the
analysis were to identify spatial and temporal abtaristics of the basin-scale motions under
ice and to outline the similarities and differenaésoscillations in the lakes with different
morphometry.

STUDY SITES AND METHODS

The study is based on temperature data collected frake Pagjarvi in Southern Finland (Fig.
1a, maximum depth 87 m, surface area 13.4, krolume 0.1 x 1dm°®) and from Lake
Vendyurskoe in the Russian Karelia (Fig. 1b, meapthl 5.3 m, maximum depth 13.4 m,
surface area of 10.4 Kmwater volume of ~5.5x1n°). Two thermistor chains (RBR TR-
1050 and TDR-2050, accuracy 0.002 were installed in each lake in similar configioa:
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one chain in the central part of the lake and arotine in the near-shore part. In Lake
Paajarvi an RDI Workhorse ADCP was installed in tiear-shore part of the lake recording
vertical current velocity profiles. The measurensgueriod in Lake Paajarvi covered 2 weeks
in March-April 2008; in Lake Vendyurskoe the tenmgteres were recorded during the entire
ice-covered period from December 2008 to May 2009.

Lake Paajarvi Lake Vendurskoye

T O Thermistor string
A ADCP

Figure 1 Bathymetrical maps of the two lakes with rmasurement site locations.

RESULTS:

Lake Vendurskoye, Winter 2008-2009

The background temperature evolution in Lake Vesklye during the 5 months from the
beginning of December to the end of April was cherazed by an appreciable graduate
heating of the water column through the heat flaxf the sediment (Fig. 2).

Long chain Short chain

11
Jan Feb  Mar  Apr Jan Feb Mar  Apr

Figure 2 Isotherms evolution in Lake Vendyurskoye dring the winter 2008-2009

At the shallow location (“Short” thermistor chaimronounced short-term temperature

variability was observed in the layer in the lo2emeters of the water column between 5 and
7 meter depth. The highest amplitudes of the isothescillations were observed at about 6 m
depth, which coincides with the upper boundaryhef hear-bottom mixed layer (Fig. 3a-b).

Among the detectable oscillation frequencies thatelst one of 26.1 minutes persists during
the entire observations period (Fig. 3d) and iartyedistinguishable as a narrow peak in the
temperature spectrum (Fig. 4a). These short-peasadliations are unambiguously ascribed to
the external seiching: the same period of 26.1 min persisthéspectra of pressure records
under the ice (Fig. 4b). In addition, exactly tteane period was reported by Malm et al.

(1997) to prevail in the current speeds and ini¢kecover oscillations in Lake Vendyurskoe

43



Kirillin et al.

in winter 1995-1996, and was shown to roughly coi@avith the period of the longitudinal
external seiche following from the Merian formul@he clear external seiche signal in
isotherm displacements is rather surprising: tyipgsdernal seiche amplitudes do not exceed
1 cm and have no remarkable effect on the vertemalperature distribution in open waters.
Here, such an effect can be ascribed to the ststragjfication in the lake bottom vicinity,
conditioned by the stabilizing heat flux from tredlanent: as a result, even small oscillations
of the water body are followed by an appreciabheperature changes at the fixed locations of
the temperature loggers.

Short chain Short chain
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Figure 3 Stratification development and periodic osillations in the near-shore area of Lake
Vendyurskoye (“short chain”): (A) successive profies of buoyancy. (B-D) temperature evolution at
different water depths; (C) is a zoomed picture wh internal seiching event; (D) is a zoom with shot-
period oscillations driven by surface seiching.

Noteworthy, oscillations with longer periods, whicbuld be ascribed to thaternal basin-
scale waves, were not associated with a single mating frequency. Nevertheless, their
periodic character is evident, as e.g., in thetshorst of periodic isotherm oscillations with
amplitudes up to 1 m and periods of 5-6 hrs obseore 13-16 January 2009 (Fig. 3c). The
period of 5-6 hrs, which is also pronounced in $pectrum of the isotherm displacements
(Fig.4a), exceeds remarkably the period of theti@eoscillations at the lake’s latitud&; =

1k = 2.17 hrs. Therefore, the observed oscillatiamgd be ascribed to inertia-gravity waves
of Kelvin-type balanced by the Earth rotation (Kimi et al 2009). Consequently, the irregular
shape of the lake explains the nonlinear shapkeoivaves, since the Kelvin waves propagate
along the boundaries and are thereby strongly taffledy the lake morphometry. The
additional spectral peak in the vicinity of the rit frequencyf can be interpreted as a
signature of the Poincare waves—an analogue o$wease seiches in non-rotating fluids—
and provides by this an additional support to thatronal character of the internal basin-
scale motions.
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Figure 4 Spectra of (A) isotherm displacements andB) pressure at the shallow site in Lake
Vendyurskoye.

Central part of the lake

At the deep location in the middle of the lakeefthistor chain “Long”) no significant short-
term temperature oscillations were observed duttregfirst phase of the ice-covered period
from December to February. The situation had chamge¢he end of February: starting from
this moment, clearly expressed periodic variatiohthe temperature existed in the lower 0.6
metres of the water column and were ceased in &ggnbing of April (Fig. 5c-d). The
corresponding isotherm displacements have the amdpb of about 0.5 m and the varying
periods, among which the diurnal and semidiurnaiops are the most pronounced. The fact
that the shape of the oscillations is very simttarthat of the oscillations observed in the
beginning of the ice-covered period at the shalfmvint, suggests the same origin of the
oscillations, viz. the inertia-gravity basin-scataves. Though the periods of 12 and 24 hrs
coincide with the solar radiation cycle, it is hiéely that the oscillations are directly driven
by the radiatively-driven effects, which are ratlsenall in the end of February under the
snow-covered ice surface. More probably, the fgrésprovided by 12-hour oscillations of
the ice cover revealed in the low-frequency parttt@d pressure spectrum (Fig. 6b). The
internal waves develop only 2.5 months after the lsurface freezing that can be associated
with the seasonal changes in the vertical stratifom in the lake: the waves appear when the
near-bottom temperatures approach the maximum tgevaiue of 3.8°C. As a result, the
vertical density stratification changes signifidgntlespite the vertical temperature gradients
remain nearly the same (cf. vertical profiles oby@ncy po-p)/po and those of temperature
in Fig. 5a,b): a layer of zero vertical densitadjent develops near the lake bottom, where
the internal waves propagate. Hence, presenceabf au'mixed layer” with homogeneous
vertical density distribution appears to be a ngagscondition for development of the basin-
scale waves with appreciable amplitudes. This d¢adiexplains also the existence of the
waves only at the shallow measurement point inbgainning of the ice-covered period: the
near-bottom layer of the constant density was etkttiere by the shear mixing produced by
the downslope density currents, whereas in the geepof the lake the near-bottom density
gradients remained high until the temperature aggred the maximum density value (cf.
vertical profiles of buoyancy in Figs. 3a and 5a).

Lake Paajarvi, Winter-Spring 2008

Background stratification

The measurements period in Lake Paajarvi coverecdmcluding stage of the ice-covered
period starting from 29 March 2008. Therefore, wekl the information on the previous
seasonal development of the background stratifinaith the lake. The vertical temperature
and density distributions at the two measuremeiitpoeveal a mixed layer located between
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1 and 7 meters depth (Fig. 7a-b), which developgbarently, due to convective mixing
driven by the solar radiation penetrating the Mé&d@nov et al 2002).
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Figure 5 Stratification development and periodic osillations in the deep area of Lake Vendyurskoye
(“short chain”): successive profiles of (A) buoyang and (B) temperature. (C) temperature evolution at
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Figure 6 Spectra of (A) isotherm displacements an(B) pressure at the deep site in Lake Vendyurskoye.

The week preceding the observations start was ctesized by a strong snowfall and
formation of a 15 cm snow cover, which preventedhier convection development. Direct
radiation measurements under ice indicated quie dmount of the penetrated radiation
(about 2W/r daily mean) during the period from 29 March toAril. After that the snow
cover melted and the radiative flux increased atyump to 40 W/ni in daily mean causing
intense convection and rapid heating of the wabduman. Below we consider only the non-
convective period between 29 March and 01 Aprilewhhe external radiatve forcing was
damped and the temperature dynamics was domingtdeeldree basin-scale oscillations.
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Figure 7 (A-B) Mean temperature profiles at the shbow (“short chain”) and at the deep site (“long
chain”) in Lake Paajarvi. (C-D) Isotherms evolution at both sites.

Basin-scal e oscillations

The isotherm displacements during this period regkstrong vertical oscillations both at the
shallow and deep measurement sites (Fig. 7c-d). paced to the situation in Lake
Vendyurskoye, the oscillations feature significantigher amplitudes and longer periods.
The most prominent period of oscillations amourdaedbout 33 hours and amplitudes of 1-2
m in the upper part of the water column. This @etis an order of magnitude larger than the
inertial period for this latitude. In addition, tlestimation of the internal Rossby radius from
the mean vertical density gradientlRs Nh/f, N being the buoyancy frequendybeing the
inertial frequency, andh being the mean lake depth, amounts at ~500 maneorder of
magnitude smaller than the typical lateral scaltheflakel = 5-10 km. These values suggest
significant effect of the Earth rotation on the ibascale oscillations, which should in such
conditions have the form of coastal-trapped Kelyipe waves. The coastal-trapped character
of the waves is supported by higher amplitudes @ode distinct vertical structure of the
isotherm oscillations at the near-shore site thahe deeper part of the lake (cf Fig. ¢ and d).
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Figure 8 Evolution of the 0.80C isotherm at the sHbbw (green line) and at the deep site, Lake Pagji.
Comparison of the isotherm displacements at thdéloshaand deep sites reveals another
remarkable feature of the waves, viz. the “186ift in the oscillations of the isotherms (see
comparison of 0.& isotherm displacements in Fig. 8). The distaneavben two sites
coincides approximately with the half-length of thke i.e. thdength of the basin-scale wave
coincides with the lake size. For standing basin-scale waves, tie‘gravest” lateral mode is
the sum of two waves witlvavel ength twice the basin size propagating in opposite directions.
Such a wave has one crest and one trough locatbd apposite sides of the lake. Hence, the
observed wave appears to be of the 2nd lateral madédnas two symmetric crests/troughs at
the opposite sides of the lake. Taking into accdbatfact that the wave speed of the ideal
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Kelvin wave is the same as that of non-rotatingdinseiche, the period of timeth lateral
mode wave can be estimated from the Merian formula:

2L
==z 1)
where C = Nhis the wave speed, amds the mode number. A2, substitution in (1) of the
typical length and depth scales and the mean buegydrequency from the vertical
temperature profiles yields period estimations &lts the observed one of 33 hrs. E.g.,
adopting the estimatioris= 7km, h = 20m,N? = 1e-5 & results inC = 6*10% m/s andT, =
32.5 hrs.
This observation suggests a remarkable qualitatifierence of the basin-scale internal
waves under ice from those in the open water lakgmre the T lateral mode always
dominates. One explanation for the predominanch®f lateral mode in the ice-covered
lake could lie in the basin-scale distribution bé texternal forcing: under ice, the external
forcing for basin-scale motions is provided by pree differences between near-shore areas
and the mid-part of the lake, e.g. by oscillatiofishe ice cover with maximum amplitude in
the lake center, or by stronger heating of thelgWahareas by solar radiation appearing at
daily periods. This contrasts to the open-surfaked, where seiches are created by the wind-
driven horizontal gradient of the hydrostatic puessacross the entire lake with the water
level rise at the downwind shore and the corresimgndvater level drop at the opposite
upwind shore.
The observed waves reveal specific vertical stregtwhich is particularly noticeable at the
shallow site. Three counter-phase oscillating bawed, which can be approximately
associated with the isotherms C4.78C and 0.88C (see Fig. 7) divide the water column
in four layers — a structure typical for th€ @ertical mode seiches. This 4-layered structure
arises from the specific vertical temperature thigtron formed to the end of the ice-covered
period by both solar heating and the heat flux ftbmlake sediment. In the upper part of the
water column two distinct layers are formed by siodar radiation penetrating the ice: the
convectively mixed layer with the vertically homog®eus temperature distribution with
depth of 4-5 meters, and a thin “conduction” layest beneath the ice, where temperature
rapidly increases from°Q at the ice-water interface to that of the conivet mixed layer.
In the lower part of the water column, just abadve bottom, a layer of several meters depth
with strong vertical temperature gradients is @eédiy the heat inflow from the sediment. A
quiescent part of the water column bounded by #winsent-heated layer below and the
radiatively-heated convective layer above comprisedourth layer. The vertical structure of
this kind is inherent for relatively deep ice-caagtlakes suggesting th& Sertical mode of
internal seiches to be typical feature of ice-ceddakes.
An important consequence of th& 8ertical mode seiches for the lateral transporthis
multilayer structure of horizontal currents. Theusture is recognizable in the vertical current
velocity profiles recorded at the shallow site IoyADCP and averaged over the half-period
of the seiche (Fig. 9): the west-east current uBlomomponent (coinciding approximately
with the main axis of the lake) has opposite diom& in the neighboring layers and changes
its direction at 18Dwithin one seiche period (cf. red and black lin€=ig. 9c). The structure
is less pronounced in the lower layers, which goeagently affecter by the bottom friction
and the near-bottom downslope currents driven kg tdmperature difference between
shallow and deep areas of the lake. The south-ramthponent of the velocity reveals a
constant negative current with magnitudes up t@ s, which is, apparently, a result of the
lake-wide cyclonic circulation produced by the coneol effect of the heat flux from the
sediment and the Coriolis force.
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Figure 9. Four-layered structure of the 3' vertical seiching mode (horizontal dashed lines)ni the
temperature profiles (A-B) and in the vertical velaity profiles (C-D). Red and black lines in Panel€-D
represent velocity profiles averaged over two subgaent half-periods of the seiche.

CONCLUSIONS

The basin-scale motions in seasonally ice-covest@sl demonstrate a specific pattern,
differing in many aspects from that in open surfaegrditions, and varying between shallow
and deep lakes:

In shallow Lake Vendurskoye:

- There is a signature of surface seiching in the-hettom temperatures conditioned,
apparently, by the strong temperature gradientheatvater-sediment boundary. The effect
can potentially contribute to the mixing and tras$petween the sediment and the water
column.

- Irregular appearance of the internal waves, codfinihin the thin (< 1 m) layer near
the lake bottom. A necessary condition for intemmaVes of appreciable amplitude to develop
is the homogeneous vertical density distributiothimi this layer. Therefore, in the starting
phase of the ice-covered period in Lake Vendyurskoeinternal oscillations were observed
at the shallow site only, where the bottom boundamer was vertically mixed by the
downslope density currents. Although the vertiGahperature gradient was permanently
present near the lake bottom at the deep siteeircéintral part of the lake, the near-bottom
vertical density gradient had disappeared thetkarsecond half of the ice-covered period, as
soon as the temperature had approached the maxuheuasity value. As a result, internal
oscillations were present in the deep part of #ie [from that moment to the start of the
convective mixing by solar radiation.

In deep Lake Paajarvi:

- Internal basin-scale oscillations with amplitudesta several meters and period about
33 hours were present across the entire water eoldndistinctive feature of the waves is
their complex modal structure: thd%2ateral mode and the™3vertical mode are clearly
pronounced in the oscillations. The dominance a&f & vertical mode is apparently
conditioned by the multilayer vertical density sture resulting from the two heating
mechanisms - heat flux from the sediment and saldiation. This fact allows suggesting
high vertical seiching modes to be inherent forrttegority of deep ice-covered lakes.

- Oscillations of the higher vertical modes are cbi@@zed by long periods exceeding
significantly the inertial period at the lake’sitatle. This suggests strong effect of the Earth
rotation on the waves. The suggestion is suppdyddrger wave amplitudes in the shallower
part of the lake. As a result, considerable waveetus develop in the near-shore area,
potentially increasing mixing rates and affectingral-pelagial exchange.
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EXTENDED ABSTRACT

The strength and variability of thermal stratifioat can play an important role in structuring
the distribution of biology in lakes. In this presation | will discuss two important physical

processes in lakes relating to the thermal steatiton, namely (1) how wind driven currents
can lead to internal waves in lakes and interntitteixing water in the water column and (2)

how differential cooling in the boundaries of lalas lead to circulation due to the formation
of cold gravity currents. Results from two fieldidies will be presented along with analouge
laboratory studies.

In the first part of the talk | will present a digd record of thermal stratification within the
waters of Lake Opeongo to discuss the presencetefmittent mixing and internal waves.
This lake is oligotrophic and dimictic. It is loeakin the Algonquin Provincial Park, Ontario,
Canada (4%2' N, 7822' W), with an area of 60 Knand mean depth of 20 m. It is typical of
many hundreds of lakes located on the CanadiandShneorder to capture the variability in
internal wave dynamics in response to wind eveats, array of fast response RBR
temperature loggers and ADCP units were deployed fiMay 2009 until the autumn
overturn in September 2009. The epilimnion of thkekel experienced weak diurnal
stratification, with typically change in’@ over the 5 m depth of the epilimnion. While tisis
an order of magnitude smaller than the strongitaion within the main thermocline, the
presence of even a weak stratification can inwiertical mixing within the epilimnion and so
influences the spatial distribution of plankton hifit the euphotic zone. Previous research in
Lake Opeongo by Blukaczt al. (2009) has demonstrated that wind forcing strongly
influences the patchiness of both phytoplankton zmaplankton in the eplimnion, on small
scales of order 10 to 100 meters. Their specifidifigs were that for wind speeds less than 3
m/s and greater than 7 m/s, the horizontal didtiobuof plankton was uniform. However for
intermediate wind speeds of 3 m/s - 7 m/s, theydotlnat the distribution of zooplankton had
the greatest horizontal patchiness.
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Figurel: a) Movements of isotherms during JD 204 (July ZB)9) within the epilimnion of
Lake Opeongo. b) The 20 isotherm is shown relative to the 4-hour meartidamicating
the presence of internal waves in the epilimnion.
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The hypothesis that we are currently explorindghat tvhen the eplimnion is weakly stratified,
that wind forcing excites weak internal waves thatally displace vertical gradients of
plankton. Figure la shows a typical time-seriessotherms within the epilimnion. For the
day shown the water column is weakly stratifiedwifC < AT < 2°C over the course of the
diurnal cycle, similar to 32% of the summer whEh >2°C. Figure 1b compares the position
of the 20C isotherm compared to the 4 hour mean. The fltictos from the mean give an
indication of the presence of internal waves. Il whow how these internal waves in the
weakly stratified epilimnion are related to windesg, local gradient Richardson number and
overturning events in the water column.

In the second part of the talk | will describe htve interaction of surface cooling with a
sloping bathymetry can results in the generatiomgm@ivity currents. An example of this
process was documented in a field study (Wells @hdrman, 2001) in 1994 —-1996 in the
Chaffey Reservoir, located in northeastern New BMales, Australia (3121'S, 15% 89’

E). We had found that for a given heat flux outlled water surface, the temperature of the
water column decreases more rapidly in the shategyions where the water column has less
thermal mass than in the deep regions. The nettresis the production of a cold gravity
current, that transports cold, dense water fronstielow to the deep regions. In the Chaffey
Reservoir such downslope flows lead to the forrmatib stratification, even during winter
when penetrative convection is often assumed tsec@omplete overturning of the water
column.

dp/oz

Figure 2. A sketch of a subsurface intrusion from a grawtyrent, with a velocityJ and
thicknesdh, flowing down a slope of angfe before intruding at a depthbelow the surface.

Similar gravity currents are seen in many otheeslestuaries and in the coastal ocean. In a
density-stratified lake or reservoir an “interflowstcurs after the gravity current separates
from the boundary and intrudes into the layer wtibeeflow is neutrally buoyant, as shown
in Figure 2. The dept at which the intrusion occurs can determine wim#hogens are
placed, the locations of biological hot spots anketlmer nutrients from runoff will be
emplaced in the euphotic or the benthic zones.lll present results from recent analogue
studies that document how the depth of the intruscales with the buoyancy flux and
stratification (Wells and Nadarajah, 2009) and Hoaviolis forces influence the dynamics of
these gravity currents (Cossu, Wells and Wahlir0201
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EXTENDED ABSTRACT

INTRODUCTION

Internal solitary waves (ISWs) are ubiquitous feesuof lakes, semi-enclosed seas and
coastal waters. They propagate as waves of depnésevation, depending on whether the
pycnocline is located nearer to the surface/bed tha bed/surface of the stratified water
body in question. If the deptH of the water body is comparable with the amplitofi¢he
wave, the passage of the ISW is associated witlgeheration of transient boundary currents
at the bed (Carr & Davies, 2006) and these mayrheaanstable. The manifestations of the
instability, namely the production of arrays of tioes (Carret al, 2008a) that propagate
vertically through the water column, have implicas for vertical mixing and sediment
suspension. For sufficiently large amplitude ISWertical mixing is also promoted by
internal wave breaking by shear or convective lbtg at the pycnocline (Fructust al,
2009; Carret al, 2008b). The present study reviews recent expeatimhevidence of boundary
layer instability and boundary layer separationsealby irregularities in bottom topography.

METHODS

Laboratory experiments were carried out using @ lodmannel containing a stably-stratified,
3-layer system established with brine and freshivatixtures and consisting of upper and
lower layers of density: andps; with undisturbed thickness; andh, and separated by a
pycnocline layer of thickneds, within which the density varied linearly betwedre tupper
and lower values. A gate inserted close to orgk @nthe channel contained an excess
volume of the upper fluid such that when the gass vemoved an ISW propagated along the
channel (Carr & Davies, 2006) with a prescribedsgheelocity and amplitude. (Waves of
depression or elevation could be chosen by suitabfabinations of the layer thickness
ratios). For the present cases, the bottom sudbttee channel consisted of a flat plane and a
section of transparent corrugated material overclviihe wave passed. Neutrally-buoyant
tracer particles suspended within the fluid enabhedvelocity fields within the fluid system
to be visualised in a vertical plane illuminatednfr below by a thin sheet of light and
recorded from the side by a digital camelagiFlow software was used to process the data.

RESULTSAND DISCUSSION

Fig 1 shows the disturbance field generated by#ssage over the corrugated bottom surface
of an internal solitary wave of depression, for tdifferent elapsed times. The wave is
travelling from left to right so that the interiiow is to the right (left) in the upper (lower)
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layer and the boundary jet (closezlbl = 0) is directed to the right. In the early s&gEig
la) the interior flow is seen to generate a saridee vortices behind the corrugations, while
at longer elapsed times (Fig 1b) the boundary gaches the leading eddy and propels it
vertically through the water column. For suffidigriarge amplitude waves and corrugations,
the detached vortex is able to disrupt the pycnedind promote vertical mixing.

0.00 4 i i i i i
14.46 14.83 15.21 15.58 15.96 16.33
x/H

Figurel: Velocity field for an ISW of depréssion propaggt(L to R) in a 3-layer fluid of
depthH with celerityc over a corrugated bed, for elapsed tirttéd = (a) 16.8, (b) 18.1

In the case of ISWs of elevation, no vortex is fedrat the leading edge and those formed
downstream fill the troughs of the corrugations grdpagate upwards with time. They
deform the pycnocline after the wave has passeerfvthe pycnocline itself has returned to
its undisturbed level). For sufficiently large amyodie corrugations — in particular, when the
peaks reach or penetrate the pycnocline at rekbrt snternal waves are generated by the
propagating ISW. When these waves are large enotgly grow and break as they
propagate up and over the ISW. The resulting balomix the pycnocline significantly on the
downstream face of the ISW and behind the waveKgg2).

Figure2: Photograph showing deformation of an ISW of diiewaby bottom corrugations.

When the laboratory data are compared with numiesioaulations using the model of Stastna
and Lamb (2008), good qualitative agreement isinbth
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EXTENDED ABSTRACT

INTRODUCTION

Recent temperature microstructure profiles fromre¢hake Erie have shown more unstable
small scale density inversions than expected near depth of the thermocline. These
observations raise questions about the requiretlab@nd temporal sampling to capture
mixing events. The primary objective of the studytd analyze the spatial and temporal
variability of turbulent mixing events in Lake Erie

METHODS

Data is presented from two intensive measuring eagms during the summers of 2008 and
2009 in Lake Erie. The data includes that from I#rings with high-frequency temperature
loggers and acoustic Doppler current profilers (A)Cand more than 600 SCAMP
microstructure profiles.

RESULTS

SCAMP microstructure temperature profiles have bearried out along a longitudinal
transect along the sloping lake bed from the wastercentral basins. This field work, thus,
provides data to investigate the role of slopingurimtaries in enhancing turbulence and
mixing in the nearshore region (e.g. Lorke, 2007achtyre et al., 2009). Dissipation of
turbulent kinetic energy in the bottom boundaryelawas not as elevated as measurements
made in small lakes (e.g. Wuest et al., 2000). Mhoee, analysis of dissipation rates in the
thermocline, with respect to the nearshore or offshlocation (Fig. 1), shows that the
guestion of enhanced turbulence induced by theelagle internal wave field has to be
addressed especially in the offshore region.

The main wind driven oscillation was identified as anticyclonic Poincaré wave in this
region of Lake Erie (e.g. Yerubandi et al., 2008ur observations show that overturning
events with a frequency near the Brunt Vaisélaudeeqy are in phase with the crest of the
Poincaré wave. These events had enhanced ratéssigfadion of turbulent kinetic energy and
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Poincaré wave induced shear. Due to the coarsesaatl temporal nature of microstructure
measurements, this linkage between the large-doédenal waves and the small scale
turbulence is of prime importance for turbulencedeibng. Poincaré waves may be used to
infer mixing rated for transport processes in tdeelinterior.

Some very energetic turbulence hot spots were iftEhtand are tentatively explained by
interactions between Poincaré waves and other itapoprocesses in Lake Erie such as
upwelling and surface seiches. This work will pdevia spatial and temporal map of
turbulence which has never been done for largeslake
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Figure 1. Dissipation map of acrosshoretransect for 22 July 2008
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EXTENDED ABSTRACT

Powell Lake, located ~100 km northwest of Vancoumerthe Sunshine Coast of British Columbia
(Canada), is a coastal ex-fjord containing at latgpth ancient seawater trapped ~11,500 = 1,000 yr
BP during the early Holocene / late Pleistocene.aA®sult of the glacio-isostatic rebound of the
Pacific Northwest, the lake surface was lifted B5-m asl (today ~55 m asl due to hydropower
damming) and the former oceanic fjord is now seeardy a rocky sill from the Strait of Georgia.
Today, the lake covers an area of ~10F kr50/2 km long/wide), reaches up to ~360 m deep an
consists of four sill-separated subbasins, whialeheery different characteristics.

The two most upstream North (McMillan) and Westg@l) basins show the temperature-salinity-
density characteristics of a usual low-saline, ailigphic water body at temperate latitudes, incigdi
low temperature and high oxygen levels in the deefer (indicating frequent deep convective
mixing in winter). The two most downstream East &alith basins show high deep-water salinity
and temperature of up to ~17 psu and up to °@4 respectively and the water columns are
permanently density-stratified (meromictic). The mmbetely different fate of the long-term
stratifications of the four basins is due to thelimjogic setting: Whereas in the upper two basins,
sporadic particle-laden (turbid) energetic streamfl from the steep catchment intrude the deep-
water and had therefore removed the salinity, tweel two basins have very small catchments and
the weak direct runoff was not capable to erodediep-water salinity. As a result, only diffusion
has gradually removed salinity and therefore ewalay, the deepest layers contain still more than
half of the original ocean salinity. The remainioncean salts in the deep-water maintain high water
column stability and therefore geothermal heat biudjenic gases (such as £@nd CH) have
accumulated in the deepest 100 m of the water bawlier the ~11,000 yr since deep-water isolation.

In the talk, preliminary analysis of recent CTD ageochemical profiles will be presented and
compared to profiles collected in the early 1988rd compared to the “double diffusive sisters”
Lake Kivu and Lake Sakinaw (British Columbia).
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EXTENDED ABSTRACT

INTRODUCTION

The fish farming industry in the Faroe Islands gasvn to produce more than 50.000 tons of
salmon in 2009, and plans are to increase the ptmaiu Due to the geographical position of
the islands in the middle of the North Atlantice tboast of the Faroes are relatively exposed
for ocean waves. Consequently the farming is gangin the very limited areas of the
sheltered fjords, and it is of vital interest of alvolved parties that the farming is not
affecting the environment in the fjords beyond aumtble limits. In order to estimate the
production capacity of each of the fjords, an iasexl understanding of the circulation in the
flords are required.

One of these fjords are the 6.6 km long and 0.5kinAvide Kalbaksfjord, which entrance is
into the strait between the two main islands in fferoes. The maximum depth of
Kalbaksfjord is about 60 m and at the entrancessl avith a maximum depth of 40 m. The
tidal currents are generally quite strong in thergts between the islands in the Faroes, with a
dominating semi diurnal signal. However, the aa¢dhe entrance to the Kalbaksfjord is
characterized by an semi-amphidromy in the semiadiuconstituents, which leads to a very
modest contribution from the tides in the circudati

The primary production in this fiord is high, ab®85 gCnfy™, but large variations occur
during the production period (Gaard et al., 20IMjis fjord also hosts a fish farming plant,
which produce 2000-2500 tonnes during 18-24 mocyhkes.

In order to increase the understanding of the fiordulation, including the variation in the
natural production, and those also the fish farmpngduction capacity of the fjord, two
current profiler deployments were done in sprinQ&0

METHODS

Current profiling

In the period from 22 March to 1 June, 2006, a BDO kHz Workhorse Acoustic Current

Doppler Profiler (ADCP) was mounted on the bottan38 m depth at station C1 and in the
period from 22 March to 25 April, 2006, an AADI 60{Hz Recording Doppler Current

Profiler (RDCP) was mounted at 48 m at station B@h instruments were located on the
northern slope and were measuring in 2 m verboa (Figure 1).
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M eteor ological observations.
General meteorological observati
from a station in Torshavn (T) abou
km south of fjord and wir
measurements from a road statior
Sund (S) at the southern coast of the -
were kindly made available by Mg
Danish Metrological Institute and 1
Office for Public Works in the Farou
respectivily.

62.02
RESULTSAND DISCUSSION
The measured currents were general
order 2-6 cm $ and only occasional
the currents exceeded 10 cth s

Figure 1. Bathymetric map of the Kalbaksfjc
At both station the current IDrOf”lnserted is a map of thFaroe Islands and a phc

showed a persistent flow into the fjor©f the fjord.

all depths. Due to continuity a simila,

although not documented, outwards flow must eddimbg the southern coast, which implies a
cyclonic circulation in the inner part of the fjoresh addition, the current also include a week
diurnal tidal signal.

Due to the surrounding terrain the wind at stafois more unidirectional towards either East
or West than measured at station T. However, it @ypeculated that the observation at
station T are more representative for outer pafjood.

A relatively high correllation was found betweere thhaily averaged easterly wind, i.e. into
the fjord, at station S and east going current attiqular at station C1, implying an
anticyclonic circulation during these events, watlluration between one day and one week.
On the contrary westerly wind reinforces the reaidryclonic circulation. The signal in the
current lags the wind with approximately one day.

Below about 30 m depth at station C2 the flow wasegally into fjord, but with frequent
events of reduced or even outgoing flow. Not adiséh events are directly related to variations
in the wind field.

It is not clear if the observed flow is part of $osed circulation loop in the inner
Kalbaksfjord, or if it is directly related to theater exchange with the area outside the fjord.
However, it is speculated that the cyclonic flovitpan do have a role in elevating nutrients
from the bottom water into the production zone, #mase partly explains the high primary
production in this fjord. The observed correlatim@iween the wind and fjord circulation may
also provide an additional link between the chabtgeweather in the Faroes and the variable
primary fjord production.
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ABSTRACT

Oscillating-grid turbulence (OGT) in a homogenetiusl has been widely investigated. Here
we present results of an experiment in which twiteént constructed canopies were placed
at the bottom of a water tank. The first canopy wgsl, made of PVC cylinders, and the
second was semi-rigid, made of nylon threads. Wantfy the vertical distribution of
turbulent kinetic energy (TKE), measured by an atiouDoppler velocimeter. In our 30
experiments we used seven solid plant fractiong-¢pRhree stem diameters (d) and three
oscillation grid frequencies (f). Two source ters(TKE)*? ) were added to a classicakk-
turbulence model to account for canopy dissipatiBesults of the model show a good
agreement with experimental data.

KEYWORDS

vegetation canopy, oscillating grid turbulence, kwbulence model, turbulent kinetic energy,
dissipation

INTRODUCTION

Much research has been carried out in laboratanpds and in the field to determine the
effect of emergent and submerged canopies (Mentttt@sada, 1999; Nepf, 1999; Nepf and
Vivoni, 2000; Poggy et al., 2004). In all cases tonversion of mean kinetic energy to
turbulent kinetic energy follows from the interacti of the main flow with the canopy
elements. This mechanical turbulence is causedd&yiake turbulence generated locally by
the stems, and the shear turbulence generatecebgdal velocity gradient (Neumeier, 2007).
However, there are many field situations wheredhiernot a predominant mean flow. For
example, turbulence created by wind stirring orhhigonvection in lakes and wetlands can
interact with the plants and create an additiamirce of dissipation to produce turbulent
kinetic energy. These situations can be simulatedhe laboratory with oscillating-grid
turbulence (OGT).

The turbulence generated by grids has been extnsstudied, both theoretically and
experimentally, in the laboratory. The design hasrbused to solve many scientific and
engineering problems, such as the resuspensioedahsnt and transport, the mixing across
density interfaces in stratified flows like thernines or haloclines (Hopfinger and Toly,
1976; Nokes, 1988), mass transfer across a shemmfater-air interface (Brumley and Jirka,
1987) and aggregation dynamics in natural and eeged systems (Serra et al, 2008). In the
present work we extend the use of OGT to studyrttezaction of the TKE generated by the
grid with two artificially constructed canopies:engid and one semi-rigid.
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METHODS

The experiments were conducted with an OGT (Osiitlagrid turbulence; Fig 1) that
consisted of a Plexiglas box with interior dimemsioof 28 x 28 x 49 cm. A Plexiglas grid
was fitted over the top of the tank at a distanteye 0.02 m from the water surface. The
square, 1 cm thick grid was composed of 5 x 5 baith, a width between the bars bf =
0.05 m. It was placed horizontally, and oscillatedtically with a fixed stroke o = 0.05 m,
and variable frequencies ¢f=0.8, 1.6 and 2.8 Hz. A clearance of 5 mm betwten
sidewalls and the grid was maintained. The grid stegpended inside the tank at a height of
0.365 m from its bottom and was driven by a vagatpeed motor located outside the tank.

v . Figure 1: Schematic view of the

0 laboratory experiment: (a) the

‘i’—o structure of the device used in this
T L study, where fais the height of

the water column (0.41m); s

the height of the stem (0.17m)

S} o - and s is the stroke of the grid
R situated at the top (0.05m).

Flow velocities were recorded with an acoustic Deppelocimeter (ADV) (the Sontek/YSI
16-MHz MicroADV). The ADV has three acoustic reasis and one acoustic transmitter, and
provides water velocity measurements in three toes: two horizontal flow components (
and v) and a vertical componentwv). The acoustic frequency was 16 MHz, the sampling
volume was 0.09 cfrand the distance to the sampling volume was 5Tdra.electronic noise
of the measurements was smaller than the natwretiutitions caused by the turbulence. The
ADV, which was operated manually, was mounted anawvable vertical frame so it could
acquire single point measurements. For all exparismthe ADV was placed at 7 cm og one
side wall (1.4 mesh size) and at 12 cm from thedide wall (2.4 mesh size). In addition,
the mesh endings were designed to not producecudgiion. For each experiment, a vertical
turbulence profile was taken over a height of 0.@525 m, with 13 height positions in total,
from the bottom of the tank.

The rigid canopy consisted of rigid cylinders madePVC. The density of the canopy was
implemented by four different SPFs (the fractiopédnt area at the bottom occupied by
stems) with values of 5%, 10%, 15% and 25%. Theiligion of each SPF was made using
a randomisation function. Three diameter values danm, 6mm and 10 mm) were also used.
The semi-rigid canopy was made of nylon threadsh da6 mm in diameter, stacked together
at the base. Measured SPF’s at the base of th@ygamere 5%, 8% and 10%. It needs to be
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pointed out that the SPF at the top of the canapy lme very different due to the induced
waving of the stems.

MODEL
A standard k-epsilon model is used to model théicadrtransport of TKE from the grid and
through the vegetation. The governing equations are

ok 9 v, ok|
=t e 1
ot 0z| o, 0z > @
B ] 2
06 _ 01V 08| & g 2)
ot 0z| o, 0z k
k2
Vi =C— 3)

where kK is the turbulent kinetic energy (TKE)s the dissipation rat®; the eddy viscosity, z

is the vertical coordinate, t is the time amd=1.0), 0¢(=1.3), C;(=1.92) and ¢ (=0.09) are
constants set up to widely accepted values. Aparh the canopy terms, S, these equations
are standard. The termy 8 a TKE sink and accounts for the dissipatiorugeti by canopy
elements that short circuit the turbulence casc&dis. analogous to,Sut for the dissipation
equation. Different models for,&nd $ have been proposed for canopy air flows; however,
these models have little physical basis beyond dgwe@al arguments (Sanz, 2002). We
choose the simplest forms for both:

S, = qak®? S. =8-S (4)

£
k
where $ has been modelled as a logical extension of Kobmmgs relation; a is the
projected plant area per unit volume in the flowediion (Nepf, 1999); and and} are

dimensionless coefficients with no clear physicasib (Green, 1992). We cho@el anda
was adjusted in order to fit the model with expemtal data.

The coordinate z is taken positive downwards wishorigin at the first measured value of
TKE, which we take as,k Then the boundary conditions are:

k=k, &=g, atz=0

K =0 9¢ =0 atz = g(where g corresponds to the bottom of the tank).

0z 0z

The equations (1) - (4) are solved with the firdiference solvempdepe implemented in
MATLAB. As we do not know the valug,, we estimate as follows: for three different value
of the grid frequency (0.8 Hz , 1.6 Hz and 2.8 H&lues ofe, were chosen in such a way
that the experimental data fitted the theoreticae. Fig. 2 shows the simulated steady state
values, reached a few minutes after the initiaetialue (t = 0). The plot of,kvith the values
obtained fore, showed a very good correlation’@®0.99) with a potential functiog,Ik,"®.
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This correlation is similar to the one found by Blataga et al. (1999), who found a value of
1.7 for the exponent of,kThe potential function is then used to estimh&evalues og, for
all the simulations.

0.32 ] [] (] (] [/ ]

0.28¢+

0.24} Figure 2. Experimental TKE profile with no

020l canopy at frequencies of 0.8Hz (circles), 1.6
' Hz (triangles) and 2.8 Hz (squares).
0.16} Continuous lines are the predicted model

values for the three cases. The mesh position is

0.12¢ also shown.
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RESULTS

ATKE values for different experiments are presentedable 1.ATKE is the percentage
difference between samples, at the same depthespmnding to TKE with and without
plants. One cm above the constructed canopy (herdad+1), theATKE was greatest and
always positive, increasing with stem diameter, $SHf. One cm below the top of the
canopy (hereafter hs- IATKE was positive for the rigid canopy and negafimethe semi-
rigid one.Down in the canopy, thATKE suffered a progressive decrease, and well entid
canopy (hereafter hs/2, half the height of the s)eATKE was nearly always negative.

In our 30 experiments, the largest TKE values wetsnd above the constructed canopies.
This result, and the fact that the TKE increasetth wie SPF, can be explained in terms of the
TKE being redistributed at a lower volume compared the ‘canopy-free’ experiment, due
to the presence of the constructed canopy. Moshefenergy was concentrated above the
canopy, and therefore the vegetation acted asse ‘faugh floor’ for the flow.

On the other hand, well inside the constructed peso at hs/2, the SPF was not the only
variable, thereby reducing the TKE, the stem di@ameiso played an important role in

dissipating turbulence. Specifically, the reductioriurbulence, or sheltering produced by the
canopy, was enhanced as the stem diameter decr@addioe SPF of the canopies increased.

Experimental results together with results of thedei are presented in Fig. 3. For each graph
there are two runs. In the first one the sourceE@uation 4), corresponding to canopy
dissipation, were taken into account, while in skeond they were not. As can be seen, the k-
€ model solves the issue of canopy dissipation wesly. The first three figures correspond to
cases where the SPF = 25% and the diameters drenaf, 6 mm and 10 mm. For the rigid
canopy the decrease in the TKE at the base ofahepy is ~ 40% - 70%, except for where
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the SPF = 5%, when dissipation is very small. Fer $emi-rigid canopy, decreases are
considerably higher (see Table 2). The smalleshéiar values gave the highest dissipation
values. Table 2 differs from Table 1 because indabnve compare experimental values with
the values of Figure 2 with no canopy; in Table€awmpare values of a model with canopy
dissipation (very similar to experimental valuesjhwalues of a model with no canopy

dissipation.

Fig. 4 is the same as Fig. 3 but with the semdrigpnstructed canopy. Here, dissipation at
the base of the canopy is higher (Table 2). Tweéofacaccount for this behaviour. First, SPF
values for semi-rigid canopies were calculatedhairtbase. However, due to the morphology
of the semi-rigid stems, where the thick stem atlithse of the plant gradually divides at the
top and its branches merge with the branches ofeitghbours, the SPF on top of the canopy
increases considerably. Second, we have seen Bfatir®reases dissipation; the waving
generated in the stem motion introduces an addili@mm.

Values ofa (Table 2) are between 0.5 and 4, and althougleti®emot a clear physical
interpretation of the meaning of this constamseems to decrease with the diameter and
increase in line with the SPF. Its behaviour isted to the short circuiting of the energy
cascade induced by the canopy. When turbulencegdeach the top of the canopy, some of
them will break up and cascade down to eddies aflemdiameter, eventually increasing the
dissipation.

CONCLUSIONS
The canopy effects produced by OGT can be sumntbagdollows:

1. TKE on top of the canopy is higher than in anmay-free’ experiment. In fact, the top of
the canopy “reflects” a certain amount of TKE, whis redistributed at a lower volume.
Consequently, TKE increases.

2. OGT turbulence in a homogeneous fluid is an ldxgjium between the diffusion of TKE
and the dissipation rate of the energy. The presehthe canopy increases the dissipation by
an amount obia(TKE)?, where a is the projected plant density per uoitime in the flow
direction. The coefficientt has no clear physical basis, but is related tskiwet circuiting of
the turbulence cascade.

3. Dissipation increases with the semi-rigid plaiiso factors account for this behaviour: the

increase in SPF in a vertical direction due to tih@vements of the plants, and the extra
dissipation introduced by the waving of the plants.
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Table 1: Summary of the 30 different situationsdstd with different SPFs, diameters and
canopy models (R = rigid canopy model and SR = said canopy model). For each
situation the oscillation frequencies were 0.8,dn€él 2.8 Hz. The height of the plants was 17
cm. Table 2u coefficient in Equation (4) and TKE reduction la¢ tbase of the canopy in the
cases of Fig. 3 and 4. In all cases f = 2.8Hz.

1.6 Hz 2.8 Hz
SPF(%) d(mm) &1l hil H2 h+tl1 h1l h2
4 19.6 279 -12.8 6.9 189 3.8
5 6 20.0 352 -34 10.1 435 -1.9
10 224 53.4 18.5 9.9 38.2 16.7
4 16.5 200 -188 4.6 10.7 -31.9
10 6 186 232 -1.06 128 28.6 -26.8
RIGID 10 24.6 416 44 14.9 51.1 -7.6
CANOPY 4 26.1 8.9 -26.0 6.9 0.4 -33.7
15 6 406 215 -254 239 215 -395
10 46.3 458 -6.4 295 433 -49
4 42.0 -3.2 -28.8 12.2 -0.9 -50.7
25 6 35.2 0.9 -30.0 29.1 25.6 -50.8
10 55.9 37.0 -140 56.2 379 4.2
SEMI RIGID 255 -3.2 -18.2 12.2 -13.9 -345
CANOPY 4 28.2 -5.0 -25.9 17.8 -15.0 -13.9
10 357 -229 -346 365 -139 -529

Table 2:a coefficient in equation (4) and TKE reduction lg tbase of the canopy for the
cases of Figures 3 and 4. All de cases corresmofw2t8Hz

SPF (%) dmm) |a TKE
4 0.7 62
25 6 0.7 65
RIGID 10 0.4 42
5 6 0.3 5
15 6 1.1 65
SEMIRIGID | 5 4 3.4 188
10 4 3.4 527
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Figure 3: Experimental TKE profiles for the rigidropy experiments (round circles) and
predicted model profiles (continuous lines), fobteases: a k-model with source terms (see
Equation 4), and a model with no sources. Thefitastprovided by the model with sources.
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Figure 4. Experimental TKE profiles for the sengidi canopy experiments (round circles)
and predicted model profiles (continuous lines),t¥oo cases: a k-model with source terms
(see Equation 4), and a model with no sources. bese fit is provided by the model with
sources.
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EXTENDED ABSTRACT

Reynolds-averaged Navier-Stokes (RANS) models a# fthrough aquatic vegetation must
capture a large number of length scales: watehdgpt plant frontal area per unit voluma, (
an inverse length scale), stem diamet®y énd the distance(s) over whiatandd may vary
(e.g. in beds of rigid cylinders, which are oftesed to model aquatic vegetation in the
laboratory,a andd vary only over the canopy height). We propose and test ackype
model that captures all of these length scales dpamtely treating two components of
turbulent kinetic energy: TKE at the larger scdl@artical shear and TKE at the smaller scale
of the plant stems.

There are two major existinggmodels for flow through aquatic vegetation, found.6pez
and Garcia (2001) and in Katel al. (2004), respectively. Lépez and Garcia add amext
production term to the TKE and dissipation equatiofithe standard &-model,Py ~ Cp aU?,
whereCp is the drag coefficient anld is mean velocity.Py is the rate at which energy of the
mean flow is converted to TKE in the wakes of ptantike Lépez and Garcia, Katetl al.
include extra productiorRy, in the TKE and dissipation equations, but thespahclude an
extra dissipation termV ~ Cp aUk, wherek is TKE. W approximates the rate of conversion
of large-scale TKE (generated by vertical sheatd ismaller-scale TKE in the wakes of
plants. These two existing models explicitly inmomate the frontal area density, through
the term(s)Py (andW); they capture the canopy height,through variation o& over depth;
and they capture the water depth,through boundary conditions. However, neithethelse
models incorporates the stem-scale, Both models perform well against existing dattss
from submerged beds of rigid cylinders (e.g. Dubhrale 1996), however, they both break
down in the case of fully submerged vegetation whesnino and Nepf (2008) have shown
that TKE scales ds~ U?(Cp ad)?>.

We propose a new &model in which TKE is split into two componenks; at the scale of
vertical shear, ankl,, at the smaller scale of the plant stems. Inmadel, W~ CpaUksis a
dissipation term for kand a production term fok/,k Dissipation of large-scale TKE may also
occur through the cascade process, modeled bytémelasd dissipation equation witV
added as an extra dissipation terf\, ~ CpaU® is a production term in the equation fqt
and dissipation oky is modeled bys, ~ k,/*%d, for consistency with Tanino and Nepf's
(2008) findings. Preliminary testing indicatesttii@® new model is promising. In Figure 1,
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we compare the new model to those of LOpez and i@amod of Katulet al. using
experimental data from Duret al. (1996).
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Figure 1. Vertical profiles of measured and modeled veloatatistics including mean
velocity, U, Reynolds stressuw>, and total TKEk for the Dunnet al. (1996) Experiments
1, 9, and 11. All statistics are normalized by, the magnitude of the Reynolds stress
measured at the top of the plant canopy.
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EXTENDED ABSTRACT

INTRODUCTION

The Everglades is a large and diverse landscaperiog ~1.5 million hectares in South
Florida, USA. Of specific interest is the ridgedaslough patterning found in the central
Everglades. In this region, a complex and fragdeof feedback processes have sustained an
alternating pattern of elongated sloughs (deep mateas with submerged vegetation) and
ridges (areas of elevated peat surface colonizegntgrgent vegetation). Such patterning is
thought to be a key habitat feature supporting ngdiirds and other Everglades wildlife.
Understanding the exact mechanism by which thitepahg is maintained is of immediate
importance, because the landscape is being rapelyaded in response to anthropogenic
changes in the Everglades water budget [NRC 2003].

Those theories that describe ridge-slough maintmbased on hydrodynamic sediment
transport [e.g. Larseet al. 2007] require detailed descriptions of the flowotigh the
Everglades, most notably the flow differences betwedges and sloughs. Recently, the
authors of this paper participated in a seriesawfer release experiments (EverTREX) that
were much larger than previous tracer studies, muyeareas up to 1 km This data was
reported in Haet al. [2009] and Varianet al. [2009]. Herein we use these results to calibrate
a numerical model that determines the velocityedédhce between ridges and sloughs.

METHODS

Simulations of the depth-averaged 2D shallow watgrations are performed using a Lattice-
Boltzmann (LB) model, described by Sukop and Th¢2@®7]. This model is able to handle
irregular boundaries in a very inexpensive manaed also incorporate a spatially variable
resistance term, which we use to account for tihgereind slough patterning. The structure of
the patterned landscape is imported to the codé@rgtawith aerial photographs, which are
then processed into greyscale images, with thel pitensity corresponding to vegetation
permeability. Having thus defined the geometrythef simulation domain, the LB model is
used to assess the velocity differences betweendfe and slough vegetation regions.
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Flow in the Everglades is typically slow enough {<cm/s) that the surface water flow
through vegetation can be modelled using Darcytsfta porous media flow. Leveraging the
simplicity of this drag model, we accelerate conaional speed by performing simulations at
low Reynolds numbers and extrapolating resultsaiaes observed during field experiments.
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Figure 1. Simulation domain and results; note that vegamtatiomains are modelled in a
binary manner and that simulation velocities atentionally very small.

RESULTSAND DISCUSSION

The numerical model can rapidly simulate velocitiesan area large enough to include
several ridges and sloughs, e.g. Figure 1. Frasn tte effect of ridges and sloughs on flow
patterns can be assessed, including the degreditt wloughs act to “channel” flow into
high-velocity paths. This is important for assegsihe relationship between the landscape
patterning and the externally imposed velocity grats. While the landscape acts to shape
the flow, this effect can be overridden by hydragradients imposed by water management
operations. Such overriding is one hypothesizesedor the loss of landscape patterning in
the ridge and slough landscape, due to disruptiottse historical sediment transport patterns
[Larsenet al. 2007]. The relative permeability of the ridge atough vegetation determines
how susceptible the landscape is to disruptiortkisfsort. Using the LB model, we find that
the ratio of ridge permeability to slough perme&piis almost exactly equal to the ratio of
velocities in these two vegetation regions. Thgt the effects of irregular vegetation
boundaries and nonlinear advection do not caustaweto differ significantly from a simple
balance between pressure gradient and Darcy-tygme dis a result, landscape susceptibility
to management changes can be easily assessed paraagnpermeabilities (measured with
tracer releases or surveys of vegetation froned)aand planned hydraulic gradients.
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ABSTRACT

A variation of the traditional logarithmic velociprofile for turbulent open channel flow is
developed that satisfies a zero gradient surfacedry condition and leads to an alternative
description of eddy viscosity, relative to the sia€lder (1959) analysis. The differences
between the proposed velocity profile and the steshtbgarithmic profile are not large, but
the modified distribution of eddy viscosity is skesvupwards, with a maximum at a level
one-third of the depth from the surface insteadtahid-depth, and has a peak value more
than 50% greater than the value found in Elderayais. Using Reynolds’ analogy, this
result in turn leads to increased estimates ofmgixioefficients, including longitudinal
dispersion, and these results are shown to begeesent mixing in both laboratory and
natural channel experiments. Comparisons are médteexperimental results found in the
literature as well as flume experiments performedhle authors. These results are expected
to have a broad impact on general studies of tahsmd mixing in open channel flows,
providing improved estimates of diffusivities amshgitudinal dispersion.

KEYWORDS
Open channel flow, turbulence, logarithmic profgeldy viscosity, enhanced mixing.

INTRODUCTION

A common approach for representing turbulent opbannoel flow assumes negligible
hydraulic gradient and leads to a logarithmic viéyoprofile, the so-called “law of the wall”.
However, this and other common profiles does ntisfyaa zero-gradient surface boundary
condition, so that a vanishing value of the eddscesity is then needed to achieve zero
surface shear stress. This is the case with Elq&B59) classic approach. The shear stress
distribution assumed by Elder, however, results ipressure distribution that is somewhat
inconsistent with the common assumption of congté®ometric pressure distribution along
the conduit while implementing Prandtl’s mixing ¢gh theory.

Nezu and Rodi (1986) suggested the logarithmicilprefas valid over about the lower 20%
of the depth in open channels, although other studave shown that this profile is valid over
larger portions of the depth, up to 80% or gredteg., Nezu and Nakagawa, 1993; Still,
1986). Several researchers have adjusted the vhlhe von-Karman universal constar} (

or the integration constant that arises in derivthg profile, in order to improve the
logarithmic fit to the data throughout the entirepth. Other authors have used a wake
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2 A New Model for Mixing ... Open Channel Flows

function, similar to boundary layer analysis, tc@mt for the deviation of the logarithmic
profile from observed data, where the value of thection in general depends on the
Reynolds number of the flow (e.g., Coles, 1956;eGwn, 1981; Zippe and Graf, 1983; Nezu
and Rodi, 1986). Nezu and Rodi (1986), for exampted a two-layer model for flow in
open channels, in which a pure logarithmic profiles assumed for the lower region and a
wake function was applied to adjust the upper regimofile to provide a better fit to data.
This model, however, still does not incorporateeaozgradient boundary condition at the
open channel surface. Guo et al. (2005) also ase@mpirical adjustment like a wake
parameter (a “modified log-wake law”) to providegroved fits of the logarithmic profile to
velocity data measured in a series of wind tunrpeements.

In the present study an alternative logarithmiceiy profile is proposed that is consistent
with a theoretically derived distribution of shestiress and matches the required zero gradient
condition at the surface. As shown below, the pegiile also leads to a modified parabolic
distribution of turbulent eddy viscosity, as dedvéy Elder (1959). In particular, the
maximum calculated value for the eddy viscositp@b6 greater than the value obtained by
Elder, and occurs at two-thirds of the height abdtive bed, rather than at mid-depth.
Although the impact of the new profile is minortearms of fitting measured velocity profiles,
the impact on mixing coefficients in open chanmas be significant.

BASIC FORMULATION

Velocity profile
For two-dimensional turbulent flow in a wide reagarar channel as shown in Figure 1, the
steady state, Reynolds-averaged Navier-Stokes'tiemqgaof motion are

G(LJ'_V\f):_ap*+aTvis. and pa(W):—ap* (1)
0z 0 X dz ' 0z 0z

where p is the fluid densityy’ andw’ are velocity fluctuations in the longitudinad) (and
vertical () directions, respectivelys is viscous shear stress, given by

du
Tis = H E (2)

whereu is the local mean velocity in thedirection,z is fluid viscosity, ang' is piezometric
pressure, defined as

p=p+yz (3)
where p is pressurey = p g is specific weightg is gravitational acceleration, ard is

elevation. Bothr,s andp also are assumed to be time-averaged. In adddigdx = O and
the mean local velocity in thedirection is zero. Using eqgn. (3), egns. (1) rhayewritten as

— 2
Lol o oo e o) e,
9z dx 0z 0z 0z
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wherea is the angle of declination of the channel bedhwéspect to horizontal
(Figure 1).

Under two-dimensional steady state flow the presguadient in the direction is not exactly,
but nearly hydrostatic (Pai, 1981), so that thaligm of (W) in egn. (4) may be neglected.
The total shear stresg) (s commonly defined as the sum of viscous anbluient terms, so

(7, ~ puW)= -y (5)

J :———p+sina (6)

S
W/WWW
a///////f?'f”//////éf//////

s
WW/W X

Figure 1. Definition sketch for wide rectangular open charfiab.

If the hydraulic gradient is neglectebl= 0, then eqn. (5) impliesis uniformly distributed in
the z-direction, which is an important assumption inideg the logarithmic velocity profile
as developed by Prandtl (1925, 1926). Howevenethe no uniform steady state open
channel flow witha = 0.

Based on mass and momentum conservation consaeathe turbulent fluctuations and
w’ have nearly identical absolute values and oppasiges. Further, according to Prandtl’'s
mixing length theory, these velocity fluctuatiorsde represented by

| = 1 = %
ul=|wl= L= 7)

wherelL is the mixing length, which represents a charatterlength scale of the turbulent
eddies. In turbulent rough open channel flows ¢hannel equivalent roughness (or the
characteristic bed particle diameter) is conside®dhe characteristic length for momentum
transfer and it is assumed that

L Okz (8)
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wherek is Von-Karman’s universal turbulence constant,imga value of about 0.4.

Introducing eqns. (7) and (8) into eqn. (5) andgnating gives

Tvis+p(K2)2(?j—lij =-(pgd) z+t ¢ 9)

wherec; is an integration constant. Near the channel(bedO) the total shear is given by
the viscous shear and is equal to the bed slgar, p u-%, whereu- is the shear velocity.

Therefore,c; = 7o. Applying an overall force balance to a segmdrthe channetlx long,
and assuming hydrostatic pressure distribution taio

yHJ = yHsina =1, = p&’ = yJz= pl}ﬁ (10)

whereH is the water depth Also substituting foys, and rearranging,

du 2(dUY _ I
ﬂE+ p(kz) (Ej = p&(l ﬁj (11)

This last result is similar to many textbook detiwas (e.g., Shames, 1992), except for the
appearance ofz(H) on the right-hand-side, which arises frdng 0. Outside of the viscous
sub-layer the viscous stress (first term on lefiehaide of eqn. (11)) may be neglected. If in
fact the ¢/H) term is neglected, then egn. (11) can be solwedhtain the common
logarithmic velocity profile,

U=«k2=in2 (12)

u. Z,
whereU’ is the dimensionless velocit is the virtual origin of the profile arkl= 0.4.

If the (ZH) term is not neglected, eqn. (11) leads to

U'=Kl:—*={2(/7—/70)+ln{(1_,7) (1+’70)}} (13)

(L+77) @-n,)

wheren = (1 —z/H)? and o is its value wherz = z,. A general comparison of these two
profiles is shown in Figure 2, where it can be s#wat there are only minor differences,
primarily near the surface, where eqn. (13) sat$séi zero gradient boundary condition.

Eddy viscosity
Using the definition of turbulent (or eddy) visdys{vum) in terms of a linearly distributed
turbulent shear stress, as given by eqn. (5), gield

du z
r= thurbE = ,OU*Z (1_ﬁj (14)
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z/H
o O
= U
NS
\

—gqn. (12)

0.3 eqn. (13)
0.2 /
0.1

Figure2. Comparison of two velocity profiles.

Using eqn. (12) to represent the velocity profilert leads to

= L =i(1—ij (15)

“kuH HU H

where V is a dimensionless viscosity. This equationhie tlassic result derived by Elder
(1959). If, however, eqgn. (13) is used, then

14 V4 V4 vz
V' = turb :_( __j (16)

Figure 3 is a comparison of the eddy viscosity galagalculated by egns. (15) and (16), where
it can be seen that the modified velocity profiteguces a significantly greater value for the
eddy viscosity, nearly 50% greater than the tradél model, and that the peak value occurs
at two-thirds height, rather than at mid-depth. isTéhift of the maximum eddy viscosity
location towards the surface makes intuitive sesisee the effect of the solid bottom should
have a stronger damping effect on turbulent motwmsributing to the eddy viscosity than
the free surface. Laboratory results from Benattl (1998) also show that the peak value
for eddy viscosity occurs in the upper half of tepth.

APPLICATIONS

An extensive comparison of egns. (12) and (13)n@lwith models incorporating a wake
function, was conducted by Gomez (2006), using ®@rdata sets from three different
literature sources. He showed that the new prgiiterided similar and on average slightly
better fits to the data as either of the other alternatives. However, as suggested by the
comparison in Figure 2, the differences were naagr The logarithmic profile is not
expected to be theoretically valid over the entiogv depth, but it has been shown to be a
good fit to data from many experiments, both in[disratory and in natural channels. Thus
the new profile proposed here, while addressingesofrthe inconsistencies of the law of the

77
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wall, is not proposed as a significant change endlscription of velocity profiles in turbulent
open channel flow. Rather, the impact of this geonn mixing is of greater interest, as
suggested in Figure 3.

0.9 I —
0 N
0.7
0.6
0.5

x,//
\\_//

z/H

eqn. (15)

0.4
/ -~

0.3 eqn. (16)

0.2 //

0.1 /

Figure 3. Comparison of two models for theoretical valuEsnon-dimensional eddy
viscosity.

Aver age vertical mixing coefficient

Fischeret al (1979, p. 106) assumed the common logarithmidilpreo be valid over the
entire depthH, with the distribution of eddy viscosity given kbygn. (15). They also adopted
this result as a representation of the local varttiffusivity for heat or mass transport (by
Reynolds’ analogy) and calculated the average cadrturbulent diffusivity by integrating
Vurb OVer the channel depth. Wikh= 0.4, this procedure resulted in

v, =0.067u.H (17)

where W, is the average vertical diffusivity. Using themeadimensional scaling as in eqns.
(15) and (16), this result also was written as

1 l/V

=0.167 (18)

Fischeret al (1979) showed that egn. (18) was consistent thighmeasurements of Jobson
and Sayre (1970), who performed experiments ofvimical mixing of dye in a flume.
However, this seems to be a fortuitous result,esibhenay be argued that integration in the
vertical direction should provide the effective mgehorizontal diffusivity, not the average
vertical diffusivity.

Transverse and longitudinal mixing

Considering a flux calculation, the average trarswealiffusivity is calculated by integrating
the diffusivity over the flow depth. As before, yRelds analogy is used to relate the eddy
viscosity to the diffusivity values. Using Eldenmsodel (egn. 15), this process results in
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v, =0.167, wherev 1 is the average non-dimensional transverse difftys(ze., same result
as eqn. (18), which was obtained by vertical iraéign). Inn dimensional terms, this result
corresponds ter = 0.06U-H. On the other hand, using eqn. (16) gives

v, =027 or v;=011.H (19)

which is nearly double the result based on Eldpriile. Fischeret al (1979) reviewed
approximately 75 separate experiments in straighttangular channels and found that
(w»/uH) was nearly always between about 0.1 and 0.2 tlaeyl suggested an average value
of v 00.15xH. The result of egn. (19), based on the new mof§ much more closely
aligned with this conclusion than is the resultdshen the traditional logarithmic profile.

Again following Fischeet al (1979), longitudinal dispersivities can be estedaon the basis
of velocity fluctuations from the mean, and thetrtigition of transverse diffusivities. A full
evaluation of this quantity requires numerical gregion. While that exercise is not repeated
here, it is reasonable to expect that differennesalculated values should be obtained using
the new velocity model, since there are obviouteddhces in the transverse diffusivity, as
well as the velocity profile itself. The magnitudé the difference is difficult to evaluate
without further specific data, and this would beudject for further research.

DISCUSSION AND CONCLUSIONS

It should be emphasized that the only differencdiley to the two results for velocity
profiles, egn. (12) for the standard logarithmiofppe and eqn. (13) for the new profile, is the
incorporation of a non-zero bottom slope, or maraagally a non-zero hydraulic gradient. In
addition, the proposed profile is consistent witinaar shear stress distribution and it has the
added feature of zero velocity gradient at theaaaf automatically satisfying a zero shear
stress boundary condition there. Limited measuneésnguch as those by Bennettal (1998)
also show that maximum eddy viscosity occurs in tipper half of the flow, which is
consistent with eqn. (16), derived from the newfifgo

The difference in predictive capability of the neelocity profile, relative to other models
including the well-known logarithmic profile, islegively small, but of more direct interest
for environmental applications, the impact on tk¢ioal distributions of eddy viscosities and
diffusivities is worth noting. In particular, estates of eddy viscosity based on the new
profile can be 50% larger than those determinednwieng a standard logarithmic profile.
Moreover, averaged diffusivities found using thevngpproach are much more consistent
with observed values as reported by Fisateal (1979). The approach suggested here will
also have an important impact on estimates of tadgial dispersivities, but further research
is needed to develop more quantitative results.
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EXTENDED ABSTRACT

INTRODUCTION

Hydrodynamic conditions in rivers provide the framoek for the regulation of
biogeochemical processes and play a key role imidgf living conditions for the whole
ecosystem. Anthropogenic alteration of flow regimmesult in changed fluxes of organic
matter and energy and changed physical propertidgeovater body which lead to different
habitats and biocenosis. Dam construction, for g@gtaymeduces flow velocities and increases
water residence times which enhances sedimentaéites, promotes the development of
thermal stratification and can support primary pitn. Since in such systems the
oxygenation of deeper layers is constricted, araemegradation of organic matter can lead
to methane production and its release to the athesep In this study, we investigated the
hydrodynamic conditions of an impounded river inn@any and its governing factors with
special emphasis on its influence on methane eomssi

METHODS

The River Saar stretches along 246 km from its@our the French Vosges to its confluence
with the Moselle near Konz, Germany and has a mischarge of 80 ms'. In the lower
93 km of the German part, six dams with storaggtiteibetween 3.5 and 14.5 m were built
between 1977 and 2000 for shipping purposes. Thmumdment leaded to reduced flow
velocities and increased water depths, resultingigher water residence times. This in turn
promotes the development of thermal stratificaijBecker et al. 2009) which effects water
quality parameters, mainly dissolved oxygen.

In July 2009 we deployed thermistor chains (RBR I®&0) combined with a pressure sensor
(RBR TDR-2050) directly above ground and two opticaygen sensors (Aanderaa 4330F,
ENVCO D-Opto Logger) at two sampling sites (PS12P &t a third site (PS3) an acoustic

current Doppler profiler ADCP (RDI 600 kHz Workhersentinel) was used to measure
acoustic backscatter and flow velocities throughtbaetwater column. All sampling sites are

located in the impoundment between the dams ofdsand Mettlach.

To estimate methane bubble flux rates in Octob@92We deployed an inverted funnel with
a diameter of 1 m connected to a gas trap cylindéis system sampled the bubbles
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approximately 1.5 m below the surface. Deploymeariqals range from 5 to 23 hours. The
trapped gas was gravimetrically quantified and yred using gas-chromatography.

RESULTSAND DISCUSSION

Locking of large ships had a significant impact loydrodynamic conditions in the whole
impoundment. Downstream locking at the upper danMettlach is associated with the
release of 24,327 ¥rwater to the impoundment. This induced a solitka-wave which
propagates with a phase velocity of 7.83 + 0.61'rfisl s.d.) to the dam in Serrig. The mean
maximum amplitude of this solitary wave was 8.74.@85 cm (K. While the phase
velocity correlates well with the theoretical paetars of a soliton for the given system
(average depth = 5.5 m), the observed wave lersgthuch longer (L = 5483 + 488 m) than
expected (keor.= 1071 m).

Upstream lock operation in Serrig removes 36.08@fmvater from the reservoir. This causes
a wave of depression of 5.89 £ 0.92 cm maximum Hiewhich propagates with a phase
velocity of 5.39 + 0.85 m'sto the dam in Mettlach. Both kinds of waves pggia along the
whole 12.8 km long reservoir and are reflected katcthhe dams. Consecutive lock operation
can reinforce the amplitude of these waves regulimsinusoidal-like-shaped waves with
wave heights up to over 20 cm and typical periol$&2 min. Spectral analysis revealed
frequency peaks corresponding to the first, secamdl third mode of this wave, 32.9 min,
21.2 min and 15.2 min respectively.

Longitudinal mean flow velocities varied betweerl®m §'and + 0.27 m$and correlated
well with passing waves. A downstream propagatimgevcrest was associated with a higher
longitudinal flow velocity while an upstream movirggest reduced this velocity. In some
cases, the wave was able to inverse the longitulova velocity. Since the locks are mainly
operated during the day, a typical diurnal rhythmswobserved. In contrast to the height
developed during daytime, the night shows a clganaation of the waves, if no further lock
operation was run.

Fluxes of methane via bubbles varied throughousgrepling sites (0 -753.6 mg Ghi?d™),

but showed a clear diurnal rhythm with an increlage factor between 2 and 10 during the
day (e.g. 305.4 to 753.6 mg Gi?d™* at PS2). Enhanced ebullition rates during dayiamree

in accordance with the diurnal rhythm observedcim ilydrodynamic forcing in July 2009 and
indicate a significant impact of lock operation astdp traffic on the temporal dynamics of
methane ebullition.

We also found a direct impact of shipping on biarfemical processes. Passing ships caused
enhanced acoustic backscatter signals which aetyltk be related to ebullition events. The
rise velocity observed in the acoustic backscatéda is in the same order of magnitude like
the typical rise velocity of 5 mm methane bubbled micro-bubbles (McGinnis et al. 2006).

It can be hypothesized that water level fluctuatiassociated with lock operation and ship-
passage trigger ebullition events, despite a matildd study with a higher temporal
resolution of bubble flux is needed to confirm thigothesis.
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EXTENDED ABSTRACT

INTRODUCTION

Heat and mass transfer across the sediment-wdégfaice play an important role for energy
and nutrient conversion and distribution in lakKésrtical temperature measurements across
the sediment-water interface (SWI) were performedhe littoral zone of stratified Lake
Stechlin (Kirillin et al, 2009). During stratified periods seiching occassociated with
changes in temperature, current velocity and doedh the bottom boundary layer. Seiche-
driven upwelling of cold hypolimnion water into thi&oral zone causes periodical inverse
temperature gradients followed by the unstableiBtation in the upper sediments (10-20
cm). The focus of this work is to establish simptif laboratory experiments on sediment
cores to characterise the seiche-effect (perioditvective vertical fluxes) on heat and mass
exchange between the sediments and the near-baitens more precisely than in the lake.

METHODS

Experiments

Laboratory experiments were performed with sedinamd water from the littoral zone of
Lake Stechlin to mimic and study the seiche-eftecheat and mass transport at the SWI. At
once, experiments with two set-ups were conductettup one with stable and set-up two
with unstable temperature stratification. The 30hagh sediment cores had an inner diameter
of 10 cm. They were filled with homogenised mixediisnent (height 18.5 cm) topped with
water (height 7.0 cm) 4 days before the experingtatt. The set-ups were located in an
incubator, where the initial temperature conditimisl8°C were set. The water above the
sediment was artificially aerated and in this wastlwnixed. During the experiments vertical
temperature profiles across the SWI (16 points) @mdluctivity (1 point) in the mixed water
column were measured in 30 seconds temporal resoliBoth cores were closed with lids to
prevent evaporation. Seiche induced instable teatyer stratification was mimicked with
colder water (8°C) above warmer sediment (18°Cdne core and stable stratification was
forced in the other reference core with warmer wé28°C) above colder sediment (18°C).
Therefore, at the beginning of the experiment thetew temperature was switched from
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initially 18°C to 8°C (28°C). The cooling (warmingyas realised by thermostats that

tempered the water column of each set-up. Theensidhe water column was tempered by a
cooling hose sitting at the inner core wall and dléside by tempered water around the core
in the height of the water column. Then, 0.3 galsd NaCl- tracer (10 ml) was added to the

water of each core. The experiment stopped after28ah and was repeated with new

sediment cores.

Data processing

Heat transport

Time series from the vertical temperature profile§z = 22 cm, 1.3 cm spatial resolution)
were used to calculate vertical heat fluxes Q (30 averages) with time t and depth z for
experiments with instable (convective = real veitibeat flux @ and stable (diffusive =
molecular heat flux @,) temperature stratification. For the experimenithveonvective
conditions Nusselt (Nu = Q/) and Rayleigh (Ra) numbers were calculated antingca
analyses was performed (Nu(Ra)) to compare thetimetoretical convection regimes (Kirillin
et al, 2009; Nield and Bejan, 2006). As well, fluxes éhasselt numbers of experiments with
diffusive conditions were compared with these afvative conditions.

Mass transport

For each experiment the decline in conductivity@Ndracer) in the mixed water column was
measured and conductivity time series were transfdrinto concentrations. The curves of
the experiments with convective conditions were parad to these with diffusive conditions.
Additionally, the concentration curves derived fromeasured conductivities were compared
to calculated concentration curves valid for 1Ddifon (Crank, 1975). Mass fluxes (1 h
averages) in the water columy Were calculated from the different time seriesr#asured
and calculated concentrations. Sherwood numbergaSilogue to Nusselt numbers) were
used to compare mass fluxes of experiments wittblestaand unstable temperature
stratification (Sh = Jjb).

RESULTSAND DISCUSSION
First laboratory experiments on sediment cores wergducted to characterise the seiche-
effect on heat and mass exchange between the sediara the near-bottom waters.

Heat transport

Experiments under instable temperature stratitcashowed in the first 6 hours after the
water temperature was switched from 18°C to 8°Ceprative convection which reached up
to 6 cm into the sediment. Convective heat trartspas indicated by real heat fluxes,\Q
that exceeded the molecular heat fluxeg(dy orders of magnitude for a few hours in the
top sediment layer. Analysis in terms of the Nuseambers (Nu) revealed up to 50 times
higher heat fluxes when penetrative convection tptdce in the sediment compared to
conductive heat transport (Figure 1a). Nusselt Raglleigh scaling revealed intermediate
transport regime between Rayleigh-Bénard- regimélfiids and Darcy- regime for porous
media (Figure 1b, see Kirilliat al, 2009).

84



Bernhardt et al.

Scaling Muvs. (Ra/Ra c)”3 for pure fluid
a) e e GeRegPlrpetos )

a0+

=]

s}
ol
B0}

Z e}

=
=

a0t
0+
0

o

MNusselt Number 08-09 Apr 2010 (Convection [)
10F R

nm B 4 d
002
004
005
008
a1
012
014 "
0 2

168:00 00:00 06:00 12:00 %5 26 %5 27 275 28 285 29 295
Ra/1000"% ()

Figure 1. a) The Nusselt numbers during the laboratory expertraee high in the beginning
of the experiment in the top layer of the sedim@nt 0). The water column is indicated by z
> 0. b) The Nusselt-Rayleigh diagram shows Nusselt numberthe SWI and Rayleigh
numbers scaled for the Rayleigh-Bénard- regimeltiagurom laboratory experiments.

Mass transport

Periodic pore water convection in sediments is @ased with convective mass fluxes, which
increase the vertical mass transport of dissolvegdents between the sediments and the lake
water. Mass fluxes of the NaCl-tracer from the rdixeater column into the lake sediment
decreased with progressing time of the experimsrha concentration gradient between the
water and the sediment declined. Under unstablgaemture stratification the decline was
linear (J) and under stable stratification exporfd.,). Sherwood numbers (Sh) showed up
to 6 times — but generally 2 to 3 times — higheCNuxes from the mixed water into the
sediment during convective transport regime congpawediffusive transport regime (Figure
2).
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Figure 2. The Sherwood numbers increased during the expatinthus the difference

between convective mass fluxes and diffusive mlase$ increased with time.
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ABSTRACT

Water temperature plays an important role in edgodgunctioning and in controlling the
biogeochemical processes of a water body. Convealtiovater quality monitoring is
expensive and time consuming. It is particularlplppematic if the water bodies to be
examined are large. Conversely, remote sensingomaerful tool to assess aquatic systems.
The objective of this study was to analyze the tsedes of surface water temperature and
heat flux to improve understanding of temporal atons in a hydroelectric reservoir. In this
work, MODIS land-surface temperature (LST) level Zkm nominal resolution data
(MOD11L2, version 5) were used. All available clsay MODIS/Terra images from 2003 to
2008 were used, resulting in a total of 786 daytand 473 nighttime images. Time series of
surface water temperature was obtained by the riyomtéan 3x3 window of three area of the
reservoir: (1) first near the dam, (2) in the cerdf the reservoir and (3) in the confluence of
the rivers. Long-term environmental time series adntinuously collected data are
fundamental to identify and classify pulses aneeining their role in aquatic systems. In-
situ meteorological variables were used from 2002@08 to calculate the surface energy
budget time series. A correlation between daytime @ighttime surface water temperatures
and the computed heat fluxes were made. The irdkiai the correlated heat flux in the
water temperature was analyzed using the Crosstetagzeherence and phase analysis.

KEYWORDS
MODIS/Terra, hydroelectric reservoir, physical lialogy.

INTRODUCTION

Research about water quality of reservoirs andsldies been based mostly on point station
datasets or along track lines obtained during esu{derosch et al., 2006). High quality in situ
measurements of water parameters are usually dméed they are particularly critical for
time series data and key variables. The detectidrends and sudden changes in the aquatic
system is dependent on both the availability ogiterm time series of environmental data
and their proper analysis (Alcantara et al. 2010).

The objective of this paper is to analyze the tgeges of water surface temperature and heat
balance of a tropical hydroelectric reservoir dedifrom satellite data.

STUDY AREA

The ltumbiara hydroelectric reservoir (18°25’S, @@W) is located in a region stretched
between Minas Gerais and Goias States (CentralilBrhat was originally covered by
tropical grassland savanna. The damming of thedizarRiver flooded its main tributaries:
the Araguari and Corumba rivers. The basin’s gepmaogy resulted in a lake with a
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dendritic pattern covering an area of approxima8dl¥ km2 and a volume of 17.03 billion m3

(Figure 1).
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Figure 1. Localization of Itumbiara hydroelectric reservimrBrazil's central area (a), at the
state scale (b) and at the regional scale (c) thggtbathymetric map.

METHODOLOGICAL APPROACH

Satellite data

MODIS water surface temperature (WST) level 2, 1+kominal resolution data (MOD11L2,
version 5) were obtained from the National Aeroi@utatnd Space Administration Land
Processes Distributed Active Archive Center (Wab08). All available clear-sky MODIS
Terra imagery between 2003 and 2008 were selegtatsbal inspection, resulting in a total
of 786 daytime images and 473 nighttime imagesh@ealine mask to isolate land from water
was built using the TM/Landsat-5 image in orderstate some anomalously cold or warm
pixels remaining at some locations near the shwozealf the reservoir.

The WST-MODIS data were extensively validated foland waters and were considered
accurate (Oesch et al., 2005; Oesch et al., 20881aR and Reinhold, 2008; Crosman and
Horel, 2009).
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Surface Energy Budget

A study of the energy exchange between the lake atmdosphere is essential for
understanding the aquatic system behavior and etction to possible changes of
environmental and climatic conditions (Bonnet, Roand Devaux, 2000). The exchange of
heat across the water surface was computed ustngnéithodology described by Henderson-
Sellers (1986) as:

K=eA-AN-(@ +o+4) 1)
where ¢, is the surface heat flux balanag, is the incident short-wave radiatiod, is the
albedo of water (=0.07)p, is the Longwave fluxg, is the sensible heat flux argg is the
latent heat flux. The units used for the termsdn @) are W ri.

Time Series
The time series was constructed using the resbtred from the satellite imagery through

the sampling in three regions of the reservoir {adew of 3x3). The figure 2 shows the
regions where these sampling was taken.
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Figure 2. Sampling points location: pl — region near de dpéh — central region of the
reservoir and p3 — region under influence of thers.

Time Series Analysis

To show the relationship between WST and the smamtly time series highlighted by
Pearson’s correlation the cross wavelet analysscaaried out and the coherence and phase
analyzed (Grinsted, 2004).

The cross wavelet transform of two time serigsand y, is defined ag/* =W*W"*", where

L denotes complex conjugation, so the cross waymsdeter could be defined a\hvvxy

(Grinsted et al. 2004). The interpretation of cterpargument ardl/ Xy) can be interpreted
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as the local relative phase betweenand y, in time frequency space. The cross wavelet

power theoretical distribution of two time serieghabackground power specti®* and P/
is given in Torrence and Compo (1998) as:

W (W, (3)| Z (p)
p|L 22" " P e g2 Ipxpy 2
{ 0,0, P v koK @)
where Z,(p )s the confidence level associated with the prditgbp for a pdf defined by

the square root of the product of twg® distributions. Cross wavelet power reveals areas
with high common power.

Another useful measure is how coherent the crosgebhetis in time frequency space. The
wavelet coherence could be defined following Toceeand Webster (1998) as:

I - CRATC)
Rn (S) - ~ 2 B 2
S(s™Wy(9) )-S(s™ W (9)] )

where Sis a smoothing operator; Notice that this defimtiolosely resembles that of a
traditional correlation coefficient, and is usefid think of the wavelet coherence as a
localized correlation coefficient in time frequensyace. The calculation procedures of cross
wavelet and wavelet coherence were coded in Mdlab(The MathWorks, Inc., Natick,
MA).

3)

RESULTS

Statistical model for daytime and nighttime water surface temperatures

The Pearson correlation computed between the daydimd nighttime WST derived from the

MODIS image against the heat flux terms is showmable 1. For daytime temperatures, the
only significant correlated heat flux was the stvarte radiation; for nighttime temperatures,
it was the longwave radiation, latent heat flux ardsible heat flux.

The multiple regression analysis shows that fortideey WST, the correlated heat flux terms
explain 89% of the annual variation (RMS=0.898&; 0.0013). For nighttime, the heat flux

terms explain 94% (RMS=0.53°G<0. 0002The representative equations of these
relationships are presented in equations 2 and 3:

Tdaytime = 1878+ (002(03) (2)
Toightime = 3817 - (031, ) + (055, ) + (039¢) (3)
where T, .. i the daytime water surface temperature (), IS the nighttime water

surface temperature (°Cg, is the short wave radiation (W) @, is the long wave radiation
(Wm®), ¢ is the latent flux (W) and @ is the sensible flux (Wif).

Table 1: Pearson correlation coefficients for dagtiand nighttime surface temperatures
against shortwave radiatiogy), longwave radiationg, ), sensible flux {, ), and latent flux

(@)
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Daytime water temperature Nighttime water temperate
@ 0.64 -
@, - -0.65
@ - 0.42
@ - -0.64

Only values at a 95% significance level are shown.

Only the incoming shortwave radiation was neededntwdel the daytime WST. This is
because when the shortwave radiation increasesgithiemperature increases and transfers
heat in the water column. However, the pattern iovintensity and direction during the day
is also important; with high wind intensity, thefaice water loses heat through convection.

At night, the processes of convection and advectioting at the surface water and the
balance of longwave radiation are important to @tive water temperature. Because of this,
equation 3 is a subtraction of the joint effectshafse three important fluxes.

Crosswavelet, coherence and phase
Daytime water surface temperature versus shortwastetion (¢ )

The cross wavelet between the daytime WST and¢hehows two band period of high

common power: the first in the band period of 4.6egjions 1 and 2) months, in special the
semester from years 2004 and 2007; the secondtiéthighest common power between 9-
15 months (region 3) also with special attentiothimyears 2004 and 2007 (Figure 3-a).
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2003 | 2004 | 2005 | 2008 | 2007 | 2008 2003 | 2004 | 2005 | 2006 | 2007 | 2008

Figure 3: Cross wavelet between daytime WST amda) and the coherence and phase (b).

The coherence in these common power periods (FERumethat: for the region 1 (period of 4-
7 months) thegy is retarded 45° [~21 days] in relation to WST ifirdanuary 2004 to July

2005); for the region 2 (period of 8-16.5 month® tg, is advanced 45° [~1.5 months] in

relation to WST and the region 3 (band period &-@L5) the ¢, is retarded 90° [~1.25
months] in relation to WST.
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Nighttime water surface temperature versus longwadetion (¢, )

The cross wavelet analysis between the nighttim& \ai&l ¢, is show in the Figure 4. Five

high common power was identified: (1) band peridd1e2 months localized between
November 2004 and April 2005 (Figure 4-a), wigh advanced 45° [~ 6 days] in relation to

nighttime WST (Figure 4-b); (2) band period of 3nbnths localized between January and
July 2007, withg, advanced 90° [~27 days]; (3, 4) band period of rBdahths end of 2005

until the beginning of 2006, witly, advanced 135° [~2 months]; and (5) band perid@- b

months localized between January 2004 until Noven2007, with ¢, advanced 135° [~6
months].

=
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Figure 4: Cross wavelet between nighttime WST amd(a) and the coherence and phase (b).

Nighttime water surface temperature versus sensiime(¢, )
The cross wavelet analysis between the nighttim@ \Ai&1 ¢, is show in the Figure 5. Four

high common power was identified: (1) band peri6@-8 months localized from September
to December 2004 (Figure 5-a), withy retarded 45° [~9 days] in relation to nighttime WS

(Figure 5-b); (2) band period of 5-7 months loaadiZrom April 2004 to April 2005, with
@, advanced 135° [~2 months]; (3) band period of 5tBenths between May 2007 to March

2008, with ¢, advanced 135° [~2 months]; and (4) band perio@-&6 months localized
between February 2004 until November 2007, wathadvanced 45° [~2 months].
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Figure 5: Cross wavelet between nighttime WST amd(a) and the coherence and phase (b).

Nighttime water surface temperature versus latemnt (g, )

The cross wavelet analysis between the nighttime \&% ¢, is show in the Figure 6 and

was identified four high common: (1) band periodle8 months localized from August 2004
to April 2005 (Figure 6-a), withg, retarded 45° [~8 days] in relation to nighttime WST

(Figure 6-b); (2, 3) band period of 6-8 months lzeal from April 2004 to January 2005,
with ¢, retarded 90° [~1.7 months]; (4) band period of 9¥ithths between February 2004 to

November 2007, witlyg, and nighttime WST in anti-phase.
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Figure 6: Cross wavelet between nighttime WST agd(a) and the coherence and phase (b).
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CONCLUSIONS
The results obtained allow reaching the followingdusions:

(1) if we assume that the water surface temperatureT(\V¢8uld be explained only the
heat fluxes then for daytime WST only the shortwaagiation explain 89% of the
temperature variability; to nighttime WST the loregwe, sensible and latent flux
explain 94%;

(2) The daytime WST and shortwave radiation presegtsoal agreement for periods of 6
(with shortwave retarded) and 12 months (with skave advanced);

(3) For nighttime WST and longwave the good agreeneimreésent for 1, 3, 6 and 12
months, all with longwave advanced in relation t8 W

(4) The nighttime WST and sensible flux high common eovor band periods of 2
(retarded), 6 (advanced) and 12 (advanced);

(5) Finally, the nighttime WST and latent flux with whmperiods of 2 (retarded), 6
(retarded) and 12 months (WST and latent flux iti-pinase).
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ABSTRACT

Cold fronts arising from Antarctic and reaching 8witheast Brazil region modify the wind
field basic and have important impact over physicaemistry and biological processes that
act in the hydroelectric reservoirs. During the t@intime these cold fronts can reach
southeast Brazilian coast each six days and suraawdr fourteen days in average. Most part
of them reaches interior of Sdo Paulo, Minas Geaad Goias States. Thus, the objective of
this work is to analyze the influence of cold freqassage in the thermal stratification and
water quality of the ltumbiara (Goias, Brazil) hgdlectric reservoir. To reach this objective a
collection o meteorological (wind direction and @nsity, short-wave radiation, air
temperature, relative humidity, atmospheric pressuwvater quality (pH, dissolved oxygen,
conductivity, turbidity) and water temperature ouf depths (5, 12, 20 and 40 m) data were
used. These data were collected using an Integ@ystem for Environmental Monitoring
called SIMA, in high frequency, 10 minutes. SIMAewloped in partnership between the
Vale do Paraiba University and the National Institof Space Research INPE), is a set of
hardware and software designed for data acquisiéind quasi real time monitoring of
hydrological systems. SIMA utilizes Brazilian séitek to transmit the data. The stratification
was assessed by non-dimensional parameter analysslLake Number an indicator of the
degree of stability and mixing in the reservoir wed in this analysis. It was possible to
observe the developing of upwelling and downwellingdifferent shores of the reservoir
during the cold fronts passage. These phenomenancalify the chemistry and biological
processes in the water body.

KEYWORDS

Thermal stratification, telemetric monitoring, Lakember.

INTRODUCTION

Some authors (Stech and Lorenzzetti, 1992) hadifadehthat the cold fronts arising from
Antarctic reach the southeast Brazil region modiythe basic wind, atmospheric pressure
and also the air temperature. During the winteretithhese cold fronts can reach southeast
Brazilian coast each six days and summer eacheeunirtiays in average. Most part of them
reaches interior of S&0 Paulo, Minas Gerais and$8tates.

These modifications were identified as a key foarge the physical, chemistry and
biological processes in the hydroelectric reses/fliundisi et al. 2004). The response of each
water body to meteorological conditions is revedlesily by the thermal structure present in
the water column (Ambrosetti and Barbanti, 2001).

Based on this the objective of this paper is toastiee influence of the passage of cold fronts
on the thermal stratification of a tropical hydmettic reservoir in Brazil.
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MATERIAL AND METHODS

Study area

The ltumbiara hydroelectric reservoir (18°25’S, @@W) is located in a region stretched
between Minas Gerais and Goias States (CentralilBtiat was originally covered by
tropical grassland savanna. The basin’s geomorglgotesulted in a lake with a dendritic
pattern covering an area of approximately 814 knt? @ volume of 17.03 billion m3 (Figure
1).
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Figure 1. Itumbiara reservoir location in Brazil (a), beereMinas Gerais and Goias States
(b) and the topography near the reservoir anddbation of the moored buoy (c).

Satellite data
The data of GOES-10 (Geostationary Operational tenwiental Satellite) from May 3o
June 06th 2009 was used to capture the track dffomht pass over the Itumbiara reservoir.

Hydro-meteorological data

The meteorological (air temperature, humidity, @iressure and intensity wind) and
limnological (water temperature in 5, 12, 20 andhdflepth) data from May $1to June 06th
2009 was collected by a moored buoy called SIMAednated System for Environmental
Monitoring, see Stech et al., 2006) in each 1h.
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Surface Energy Budget

A study of the energy exchange between the lake atmdosphere is essential for
understanding the aquatic system behavior and etction to possible changes of
environmental and climatic conditions (Bonnet, Roand Devaux, 2000). The exchange of
heat across the water surface was computed ustngnéithodology described by Henderson-
Sellers (1986) as:

K=pA-A-(@ +o +4) 1)
where ¢, is the surface heat flux balanag, is the incident short-wave radiatiod, is the
albedo of water (=0.07)p, is the Longwave fluxg;, is the sensible heat flux arggl is the
latent heat flux. The units used for the termsdn @) are W ri.

Lake Number - Ly
To indicate the degree of stability and mixing e treservoir, due to the passage of cold
front, the Ly was used (Imberger, 1998).
Z
1-——
gS( - j

m

Ly = (7)
OoU. A 2[1— zgj

m
Where z; and z, are the height to the center of the metalimniosh e center of areqg, is

the average density of the water coluron,is the water friction velocity A, is the surface

area of the reservoir ang (gcm?) is an estimate of the stability of the reseneailculated as
(Hutchinson, 1957):

1 H
S= [a(h, - 2p(2)A(2)dz (8)
00
To calculate the stability of water column the rgee bathymetry are needed.

Bathymetric Data

The bathymetry of the ltumbiara reservoir was miadevo campaigns, the first from 1115
May 2009 and second from 11-16 August 2009. Thehdeata was collected using an echo-
sound LMS-525 from Lowrance, with a GPS (Globaliftmsng System) coupled. The depth
data was treated in accordance to Merwade (2009).

RESULTS

Bathymetric Map

The results of the depth surveys show that thavesegresents the highest depths in the line
of flooded river with depths higher than 78m durthg high water level; with a littoral zone
with depth less than 2m. Other higher deep regiarear the Dam where the depth reach 70m
(Figure 3).
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Figure5: Bathymetric map of the Itumbiara reservoir.

Satellite data

Using the satellite GOES data is possible to seee#ttension and the hour of the cold front
passage over the reservoir. The Figure 3 shows\ubkition of the cold front passage over
the reservoir and |dent|f|es the maximum actlvrtyma front (Figure 3- b)

Figure 3: GOES-10 satellite data showed the evolution ef ¢bld front passage over the
reservoir: (a) 01lst June 2009 at 08:00h, (b) Otee 2009 at 09:45h (c) Olst June 2009 at
13:00h. The arrows indicate the location of theresir.
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M eteor ological and Limnological Data

The Figure 4 shows the meteorological and limnaaigparameters used in this study. It is
clear that during the passage of cold front theoapheric pressure and the air temperature
decrease; in the other hand the wind shows alilittieease and also the relative humidity. The
water surface temperature decreases after thegeas$dhe cold front as showed by Stech
and Lorenzzetti (1992) for South Brazilian Bight..
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Figure 4: Meteorological (wind intensity, air temperaturelative humidity and atmospheric
pressure) and limnological (water temperature) ipatars collected by the SIMA buoy from
May 32" to June 06th 2009.

This pattern observed before, during and afterpdesage of cold front is reflected in each
component of the heat flux balance (Figure 5). Byirthe passage of the cold front the
intensity of the shortwave radiation decreased) ait increase of the longwave radiation. The
sensible flux tends to be higher during and afterdold front passage if compared the period
before the passage. The latent flux during thegugssf the cold front tends to decrease, but
after the passage the latent flux tents to incragsén. The heat balance before the passage of
cold front is positive when shortwave act in theteyns; however during the passage the
balance is negative and tends to normalize withdibgipation of the front.
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Figure 5: Heat flux components: SW — shortwave radiatioR,-Llatent flux, SF — sensible
flux, LW — longwave radiation and HB — heat balance

These pattern of meteorological and heat flux efduring the after the passage of the cold
front will reflect in the water column temperatumed stability (Figure 6). Before the passage
of the front the water column presented a littlaperature difference between the epilimnion
and metalimnion; with the passage of the cold frivet water temperature of the top-most
layer decrease and the difference of temperatutteeinvater column decreases also.
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Figure 6: Thermal structure (a) and the Lake Numbeg, {Ib) for the Itumbiara Reservoir.

In accordance to Antenucci and Imberger (2003) wiher 1 there is no deep upwelling and
when Ly < 1 the cold deep, often nutrient rich, water frtm hypolimnion will reach the
surface layer during the wind episode. AN & 1 occurred during the daytime when the
incident shortwave radiation is present, but afterpassage of the cold front the valuesof L
increase during the heating phase. Oft@n<Ll occurred during the nighttimes, the unique
exception is the day during the cold passage witke&s than 1.
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After the passage of the front the water from hiypwlion progressively cooler and the mixed
layer goes up to the top layer. The fact of theiricreases after the front passage during the
daytime could be explained by the fact that duriimg cold front passage the water losses
energy to the atmosphere and when the cold frasighte the incident shortwave radiation
heats the surface creating the condition enhartbimgtability of the water column.

Tundisi et al. (2004) discuss that the most imparfands of the cold front passage over a
Brazilian hydroelectric reservoir is the releaseiroh and manganese; this is because this
release could increase the costs of the drink wegatment.

CONCLUSION

The passage of cold front over a region decreabesatmospheric pressure and air
temperature, enhancing the relative humidity. lopital hydroelectric reservoir these
modifications in the thermal structure can inducgreat modification in the biological and
chemical processes. Also when the upwelling evestioa cold water rise at the surface
bring a nutrient rich masses that enhance the dpimdb productivity in combination with light
penetration into the water column.

ACKNOWLEDGMENTS
The authors would like to thank the FAPESP Pro@d7/08103-2, INCT for Climate
Change project (grant 573797/2008-0 CNPq). Enneamthra thanks CAPES grant 0258059.

REFERENCES

Ambrosetti, W.; Barbanti, L. (2001). Temperatureatcontent, mixing and stability in Lake Orta:largnnual
investigation. J. Limnol60(1): 60-68.

Antenucci, J.; Imberger, J. (2003). The seasonalugion of wind/internal wave resonance in Lake thénet.
Limnology and Oceanograph48(5), 2055-2061.

Bonnet M.P.; Poulin, M.; Devaux, J. (2000). Numafimodeling of thermal stratification in a lake epgir:
Methodology and case study. Aquatic Scie@]05-124.

Henderson-Sellers, B. (1986). Calculating the Swrf&nergy Balance for Lake and Reservoir Modelifxg:
Review. Reviews of Geophysi}.625-649.

Hutchinson, G.E. (1957). A treatise on limnologgpgraphy, physics and chemistry. John Wiley, volLQil5p.

Imberger, J. (1998). Flux paths in a stratifiecetak review, p. 1— 18. In J. Imberger [ed.], Phgbigrocesses in
lakes and oceans. Coastal and Estuarine Studiés54/.0Am. Geophys. Union.

Merwade, V. (2009). Effect of spatial trends oneipblation of river bathymetry, Journal of Hydrojog
371:169-181.

Stech, J.L.; Lorenzzetti, J.A. (1992). The respoofsthe South Brazil Bight to the passage of witiiee cold
fronts. Journal of Geophysical Reseat@HC6):9507-9520.

Stech, J.L; Lima, I.B.T.; Novo, E.M.L.M.; Silva, K.; Assireu, A.T.; Lorenzzetti, J.A.; Carvalho, J.8arbosa,
C.C.F; Rosa, R.R. (2006). Telemetric Monitoring teys for meteorological and limnological data
acquisition. Verh. Internat. Verein. Limn@9:1747-1750.

Tundisi, J. G., T. Matsumura-Tundisi, J. D. Aranlasior, J. E. M. Tundisi, N. F. Manzini & R. Du¢r¢2004).
The response of Carlos Botelho (Lobo, Broa) Reseteothe passage of cold fronts as reflected by
physical, chemical and biological variables. BrianlJournal of Biology$4:177-186.

101



14" Workshop on Physical Processes in Natural WalRegkjavik, Iceland, June 28 - July 1 2010

Modelling the diurnal migration of Microcystisin a stratified
reservoir with a particle trajectory approach

Y.C. Chien and S.C. Wu

Graduate Institute of Environmental Engineeringtibiaal Taiwan University, 71 Chou-shan Rd. Taipei,
Taiwan 10673, Republic of China

*Corresponding author, e-mafcwu@ntu.edu.tw

ABSTRACT

Sin-san Reservoir is a subtropical off-channel mesg and has developed a well stratified
structure in terms of temperature and density fthme to October annuallyMicrocystis
blooms can be observed during this period of tineryeyear. It is believed thaicrocystis
cells are capable of catching sun light in the etiprzone and obtaining sufficient nutrients
for growth in a well stratified water body, whiléher species of phytoplankton are not. The
diurnal migration ofMicrocystis regulated by the change of buoyancy, which has bee
reported in the literature, may play a key roletbis advantageous growth pattern. Cell
density determines the velocity of floating or simkin addition to the random movement due
to turbulent mixing. It has been suggested thatethare two mechanisms controlling the
density ofMicrocystiscells, producing ballast material or compresshegydas vescles, which
are both regulated by radiation intensity. A tcapey model which takes the diurnally
changing solar radiation intensity and its influermn the movement dflicrocystiscells into
consideration has been developed. The resultsnailaion well describe the buoyancy
regulated vertical migration within a 24-hour pelio The established trajectory modeling
approach would enable us to study the effects symghronized nutrient uptake and growth
processed on the growth Microcysts in stratified water bodies in the future.

KEYWORDS
Microcystis buoyancy regulation, diurnal vertical migratistratification, particle-tracking

INTRODUCTION

Sin-san Reservoir is one of the subtropical offrete reservoirs in Taiwan, and has
developed a well stratified structure in termseashperature and density from June to October
annually. Microcystisblooms can be observed during this period of tewery year. It is
believed thatMicrocystis cells are capable of catching sun light in thehatic zone and
obtaining sufficient nutrients for growth in a wetratified water body, while other species of
phytoplankton are not. The diurnal migration Microcystis regulated by the change of
buoyancy, which has been reported in the literatmay play a key role on this advantageous
growth pattern. Simulation of the movement of indisal particles in a dynamic environment
Is an important tool for investigating ecologicabpess in the ocean(Wernet al, 1993;
Hareet al,, 1999).

That cyanobacteria can regulate their buoyancybessn well documented (Walsby, 1970;
Oliver and Walsby, 1984; Ibelingst al, 1991). This characteristic is considered to be
important in contributing to the dominance of cybacteria in a wide range of aquatic
ecosystems for its providing the advantage of ialgeposition in the water column through
physiological changes (Reynolds, 1987; Reynoldal.etl987). The position of non-mobile
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cyanobacteria cells or colonies in the water coluhepends on both the buoyancy of the
cyanobacteria and the water motions. The shamt-telnange of buoyancy is regulated by
changing of the storage of carbohydrate in thesq&fomkampet al, 1986; Kromkamp and
Walsby, 1990).

In the last two decades many attempts have beea toquantitatively describe the vertical
distribution ofMicrocystisin water bodies (Visseat al, 1997; Wallace and Hamilton, 1999;

Wallace and Hamilton, 2000; Wallaeeal, 2000; Rabouille and Salgon, 2005 ). Some of

these models of vertical migration could simuldie vertical trajectory of the position of
colonies, but the colony size must be the samalfactolonies at each run time. In natural
water, the diameters of colonies are distributéch single colony has its own trajectory.
Though some of these models could simulate the atigyr and growth ofMicrocystis
population, the way to qualify population was usithg total biovolume or carbohydrate
content of population. This approach would avetthgebehaviors’ of different colonies, and
could not trace the nutrient uptake ratéMa€rocytis nor the dynamic change of the individual
cell density, which were all determined by the dmgtof each cell.

The objective of this study is to develop a mathtetamodel which is able to simulate the

vertical distribution of the population ®ficrocystisover time scales of hours and days in a
subtropical reservoir with thermal stratificatiop khe particle trajectory approach. Various

physical factors such as diffusion, thermal stidtion, temperature and sunlight intensity
which affect the movement Microcystiswere considered in the present study.

Modelling the Movement of Microcystis
Diurnal change of the buoyancy of Microcystis oscprimarily through the change of the
content of carbohydrate ballast (Thomas and Wal$b$6). A simple empirical buoyancy
regulation model foMicrocysishas been used to predict the vertical positiooabdbnies in
turbulent environments is described in Wallace ldachilton (1999) as described in (1).

dD

E: kr(D_ Deq) (1)

where D is the rate of cell buoyancy change through theumedation of stored cellular
carbohydrateDeq is the equilibrium value db andk; is given by:

i; for increasing light
K =11, 2)

0; for decreasing light

wherert; is the response time of adjustment of the rateaobohydrate ballast accumulation.
The form of Deq foMicrocystis aeruginosavas found by Wallace and Hamilton (1999) to
be best described by the equation suggested by kénom and Walsby (1990):

do(l) _ cl() _
dt K, +I(t) °

wherec; is the rate constant determining the increasensidy with time K, is the irradiance

at which the rate of density increase with timba#f the maximal rate, and s the minimum
rate of density decrease in the dark. In additiba,rate of cell buoyancy change in the dark
due to a decrease of stored cellular carbohydsageven by Visseet al. (1997) as

De,(1) =

@)
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d
D=d—/::—02,0—03 (4)

wherec; is the rate constant determining the decreasensity with time.

METHOD

Characteristics of the studied reservoir

Sin-san Reservoir is an off-channel reservoir ledah the northwestern part of Taiwan with
its water surface about 90 m above sea level, arage depth of 20 m and a total volume of
10 million cubic meters. The water is pumped itite reservoir from the nearby Keelung
River through an inlet at the bottom, which is atke water outlet. The reservoir has
developed a well stratified structure in termseasfiperature and density from June to October
every year with the highest surface temperaturtol§2°C and the hypolimnetic temperature
about 17°C.

There have beeMlicrocystisblooms during late spring and early summer evegyr yecently.
When the surface water temperature increases ghadha stability of the stratified structure
of the water body gets higher. The nutrients m épilimnion will soon be depleted due to
limited vertical mass transfer and vigorous algaiwgh. It creates a better environment for
the dominance ofMicrocystis which favors high intensity of light and toleratlew nutrient
concentration. HoweveMlicrocystis population declines as summer goes Ijicrocystis
blooms disappear in middle summer.

Model Structure and Scenario Setting

The developed one-dimensional model was intendedpi@sent the vertical movements of a
population ofMicrocystiscolonies in the water column of a thermally stratif reservoir.
Since the time range of the model simulation ig/delv days, the temperature profile of the
water column was assumed to be constant duringhioig period of time. The processes that
control the movement of the algal cells under #itsation include the sinking or floating
velocity of the individual cell and the turbulentximg. A particle trajectory model was
developed to describe the movement of a cohortotdnges of Microcystis with various
colony size driven by the difference between celfigity and the water density.

Particle-tracking method

The displacement of a single algal cell is contebluby advection due to sinking or floating,
and mixing which can be modeled as a random wa#lag@dy, 1973). A finite difference
expression of the position of an algal cell inchglthe displacement of one time step due to
advection and random walk is defined by (1).

Z, =7, +VAL+R 2K At (5)

where Z,., and Z, are the initial and final depths, respectively,is the vertical velocity
(advection, and determined by grag force..), andlfierm is a random walk whekg is the
vertical diffusivity, R, is a normal variate with zero mean and unit vaggm@andit is the time
step. However, when turbulent diffusion variestisfig, as it does in nature and in the
physical model, simple random walk models accureulparticles in regions of low
diffusivity (Hunter, Craig, Phillips, 1993; Vissef,997). Visser (1997) derived a more
‘corrected’ random walk model in which there is additional non-random ‘advective’
componentK’(Z,.1). The diffusivity is not estimated at the initjadrticle locationZ,.;, but
offset a distance 1R’ (Z,.1) 4t. Implementing this correction yields equation (2)
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Z,=Z, +VAL+K'(Z,)At+ R 2K, [Z,, +1/2K'(Z, ) At]At (6)

When modeling the vertical distribution of the ambwf Microcystis cells in the water
column, the positions of a number of colonies, \Wwhace randomly distributed in water, will
be tracked. The radii of the colonies are assumée in a normal distribution initially.

Sinking and floating velocity

The sinking velocity of Microcystis V, is calculated from the modified Stokes equation

V =2gr(p-p,)/(9%n) (m/s) (7)

n= 10-3 x [10(-1.65 + 262/ + 139)1 (kg/(m S) (8)

where g is the gravitational acceleration (9.81%nfsis the radius of the sphere of volume
equal to that of Microcystiscolony (m); p — pw) is the difference between the density of a
Microcystiscolony p) and of watei,,), @ is the coefficient of form resistance, amas the

viscosity of the water at the temperatii(éC),

Density change
Equation (9) to (11) were used to predict the dgndiange of Microcystis colonies. The
finite difference expression of the cell densitgigen by (9)

Pu= P, + DAL 9)

The sun light irradiation intensity which contrdhet rate of the carbohydrate ballast
accumulation is decaying with depth as described

| =1, (10)
wherel, andlg are the sun light irradiation at depth of z andewaurface, respectively.

The diurnal change of the surface irradiatity,is approximated with a semi-sine curve
function (Eq. 11)

x % x (sin(272(t - 360) /1440 + abg(sin(271(t - 360) /1440)) (11)

where lp is the surface light intensity at tinte (minute), andinaxis the maximum daily
surface light intensity. In addition, the time ganof simulation is 72 hr, the time step is 1
minute, and the boundary depth is 20 meters.

l 0

Estimation of diffusivity

Many investigators have estimated diffusivity dihedrom temperature data (e.g., Jassby and
Powell, 1975; Robarts and Ward, 1978; Michalski &echmin, 1995; Benoit and Hemond,
1996). The eddy diffusivity is varying continuoyish time and space. Vertical turbulent
mixing coefficient can be determined by the fluadjent method from integral changes of a
tracer, such as temperature, over a certain tirdeaarertain depth in the following way:

K, = {—1/[A(z) %} [ A(z')% dz (12)

z
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whereA(z) is the reservoir surface area at depth is temperaturet, is time, andznax is the
bottom of the lake. The flux gradient method iBdrduring periods when lakes or reservoirs
warm up but is not valid when convective coolingiavhelms wind induced mixing. Many
investigators have applied this method to differeakes (e.g. Stauffer, 1992; Wiest
al.,2000; Lin, 2004). Thermal gradient and heat tiepmns in the equation were smoothed by
a moving average of two measurements across tintettee finalK; values are a moving
average of the period (April 26- May 8, 2007) asrdspth.

Parameter s Setting
The parameters setting of this simulation are shiowirable 1.

Table 1. The values of parameters used in the model simalat

Symbol  Description Value Units

C1 Constant rate of density increase in the light 190  kg/mi/min

Co Constant rate of density decrease in the dark 10.00 kg/nt/min

C3 Minimum rate of density decrease in the dark 456E- kg/nt/min

T r Response time 20 min

K, Half saturated constant of irradiance 536.0 M mol photons/rﬁs
I max Maximum surface irradiance 1000 u mol photons/ris
Kg Light extinction constant under the water 0.5 1/m

r Colony radius 4001300 p m

RESULT AND DISCUSSION

Diffusivity calculated and temper ature input

The vertical distribution oMicrocystis colonies was simulated under the condition of a
thermal stratified water, in which the temperatprefile was measured on May 8 and kept
constant (), and the diffusivity was calculateditsy heat flux during this period of April 26 to
May 8, 2007. The diffusivity near surface was guiarge, and it declined down to the
thermocline. The diffusivity at thermocline wasitqulow averagely, and the trend of the
diffusivity at hypolimnion was similar to that dtermocline.

0 - -

=

()]
1

Depth (m)
[E=Y
o

151 —e— Apirl 26, 2007
—O0— MAy 8, 2007
20 A
0 1 2 3 4 5 6 7 16 18 20 22 24 26
Diffusivity, K, (m2/day) Temperature®C)

Figure 1. The estimated diffusivity and the measured tempeegtrofiles used in the
simulation.
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Results of trajectory simulation

Eleven hundred colonies @flicrocystis cells with their size in a normal distribution wer
evenly distributed over the whole water columnhat beginning of the simulatiorfFigure 2
shows the trajectories of 9 colonies in the watdumon, three of which were initially in
epilimnion (0 m), three in thermocline (8 m), afdee in hypolimnion (18 m). The initial
depth of colonies seems not affecting the pattérie vertical migration, which is sinking
during the daytime and rising during the night. sltimmary,Microcystis colonies were (1)
mostly sinking at daytime until afternoon; (2) soisiespended’ at thermocline (exception for
No0.410, 450, 954); (3) once sinking stop, risihgrply; (4) few colonies (No. 410, 450, 954)
sunk to the bottom and never rising again.

Distribution of trajectory result

Figure 3 shows the distribution of colonies by integrattragectory results. The distribution
started diversely and gradually became convergirggclearly diurnal pattern after 20 hours
of simulation. This simulation agrees with thel arnal migration pattern dflicrocystis
observed in Sin-san Reservoir. Similar patterpeated in the second and third day. The
concentration peak sank gradually from midday waftiérnoon. However, once the sinking
stop, the cohorts of colonies raised immediatdlfze reason of the simulation pattern might
be due to that the parameters of density decreaatagn the darkc,, andcs) were too large.
The larger density decrease rate caused the defiditicrocystiscolonies decrease in a quite
short time. In addition, there were few colonietick’ at the bottom due to the very low
diffusivity at the bottom of hypolimnion.

CONCLUSIONS

In natural environment, phytoplankton is contindgusobilized by turbulence and density
difference in the vertical gradients of light aednperature. The simulation involved tracking
the vertical position of colonies with random nohlydistributed sizes. The model could be
used to quantify the impacts of light, temperatmd turbulence on the migration of colonies
with different radius. Using the trajectory modélertical migration, each colony is tracked,
and the dynamic distribution of colonies can beawi®d by integrating the mass of the
Microcystiscolonies along the depth. The advantage of tludehis that it could also track
the history of nutrient uptake Microcystisby incorporating Droop’s model (Droop, 1973) in
the model in the future study.
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Figure2. Simulated vertical trajectories of niMécrocystiscolonies within 72 hours, three
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EXTENDED ABSTRACT

INTRODUCTION

Populations of aquatic organisms are sensitiveott nutrient availability and transport by
the ambient flow regime. The importance of adwectiransport is evident in the strong
relationship between flowrate and productivity (Rowet al. 1995, Jassby 2005), and
excessive advective transport can cause populatofvsash out” (Speirs and Gurney 2001).
We explore this extremum, at which advective tramsps the primary determinant of
population persistence. Furthermore, because imxeand estuarine flows are rarely
unidirectional downstream, we explore the effect amfvection patterns on population
persistence. For this, we utilize an approach freetwork theory €.9. Albert and Barabasi
2002), and describe advection patterns as weightedted graphs. In this approach, the flow
structure in a river or estuary is representedrbg@vection graph, which appears as a matrix
in our coupled ecological-hydrodynamic model. Fridns model we derive an analytical
formula relating the properties of the advectioapir to the limits of population persistence.

METHODS

A set ofn coupled differential equations represent the egold processes ah locations.
Each location can be considered a “cell” that idl-vwxed, similar to continuously stirred
flow-through reactor. Transport between the célsgoverned by the mass-conserving
advection graph, of sizen x m. This describes the flow topology in a single mxat This
simplification of the flow is most valid at Pecleumbers of 1-10, based on the cell
lengthscale. Nutrients are input at the upstreach & the flow domain, and any unused
nutrients exit at the downstream end. The nutsiané consumed by a hypothetical autotroph
species (e.g. phytoplankton), modelled using onsesferal different functional responses.
Both the autotroph populations and nutrients amesported according to the advection graph.

All of the flow patterns we study share one impottéeature: a loop that connects an
upstream location and a downstream location vid@atspath. We vary the strength and
direction of flow in this loop (g, thus obtaining a continuum of flow patterns. e@agion of
this continuum (Q < 0) describes cases such as anastomizing rivers/@getation-fringed
channels, in which flow proceeds downstream via different paths at two different speeds.
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The other region of the continuum4Q 0) describes a “recirculation” or “feedback”wipin
which some of the flow moves upstream and rejomesrhain channel. Between these two
regions (Q = 0) is the simple case of uniform downstreamdpant, such as a tanks-in-series
transport model. In all cases, the inlet and oditbevs at the domain edges are Q

RESULTSAND DISCUSSION

Analytical solutions relate the critical dilutioate to the Eigenvalues of the advection graph.
The critical dilution rated; is the flowrate Q(upstream of the loop) above which autotroph
populations do not survive (often called “washoutResults show that advection graphs that
branch and then rejoin exhibit greatly enhancedufatjon persistence (see Figure 1). This
effect is highly nonlinear, such that small changes, can radically alter the range of
flowrates for which populations can persist. le ttase of @> 0, even a small amount of
feedback greatly increases the possibility of paiman persistence. In the case qf<, the
possibility of persistence increases rapidly aa@proaches Q In both cases the increase in
persistence is due to the loop’s effect on thedesgie time distribution. By altering the flow
so that some fluid particles remain in the systerarnndefinitely, the loop structure greatly
reduces the probability of washout. Thus the gdpmef a river or estuary can render
washout irrelevant, thereby shifting the populatidynamics to a regime dominated by
nutrient availability. This model suggests thatoéoph population’s sensitivity to changes in
flow patterns may be greater than those implieddnsidering flowrate alone.
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Figure 1. (A) The effect of loop flow strength (which is Q normalized by ) on the
persistence of autotroph species, as calculated the flow network model. Larger values of
dc correspond to improved population persistence. A@section graph (or flow network) for
a backward loop. (C) Advection graph for a forwdrdp. The advection graphs shown are
for the casen = 4. The elements;Qlescribe the nondimensional flowrates from c#dlji
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EXTENDED ABSTRACT

INTRODUCTION

Phytoplankton play a pivotal role in driving and maintaining aquatic biodiversity and the
marine food web as a whole and we need to establish causative links between phytoplankton
growth, abundance, species success and succession and how they are affected by the driving
environmental forces such as turbulent mixing. Traditional sampling methods, such as ship
and satellite based observations only provide spot measurements within a highly dynamic and
heterogeneous environment, lacking the necessary temporal and vertical resolution.

We are currently installing a hyperspectral optical sensor in a cabled coastal observatory in
order to monitor the dynamics of the underwater ecosystem in situ and in vivo. Hyperspectral
sensors provide ample spectral information to improve the identification of water column
constituents, including a variety of phytoplankton species and functional groups (e.g.,
Sathyendranath et al 2007).

METHOD AND EXPECTED RESULTS

Thisis currently awork in progress and our overal objective is to develop methods based on
hyperspectral optical data for the detection of phytoplankton functional groups (including
Harmful algal bloom (HAB) species) and the characterisation of dynamic processes such as
turbulent transport and photoacclimation at small scales. As a first step we develop a
modelling tool (Fig. 1) with which we can test new anaytical methods such as derivative
analysis (Torrecilla et al 2009) for the identification and characterisation of phytoplankton
groups and species using hyperspectral optical data. We coupled existing turbulence and
individual based phytoplankton growth and photoacclimation models (Ross & Sharples 2007,
Ross & Geider 2009) with HYDROLIGHT (www.sequoiasci.com) a radiative transfer
software for the marine environment and OOPS (the Optical Ocean Plankton Simulator -
www.Kimsoops.net) in order to obtain time- and depth-resolved optical spectra (Fig. 2).
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For the model validation we use hyperspectral observations and data analysis techniques as
well as classical observations of turbulence through temperature microstructure. The model is
applied to our field site at Alfacs Bay, a physically complex environment and an active
aquaculture site 200km SW of Barcelona (NW Mediterranean) where recurring HAB events
lead to chronic long-lasting closures of bivalve harvesting. Upon completion of this project,
the model may serve as a 24h monitoring and early warning system for the occurrence of
Harmful Algal Bloom events which regularly have severe economic impacts on the region.

Turbulence
& Growth
Model

.
5 ’ ———
-

Figure 2. (8) An example distribution of two different phytoplankton groups (left panel)
produces a particular optical depth spectrum (right panel). (b) After turbulence and growth
have changed the physiology and location of the two groups, a different spectrum is obtained.
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EXTENDED ABSTRACT

The establishment and spread of the invasive bayahsian clam Corbicula fluminea), in
Lake Tahoe has been of increasing concern to the Tahoe community. This concern has
motivated and focused research initiatives on greasl ofC. fluminea and its affects on the
native ecosystem. High-density populations (up @nTf) are displacing native benthic
macroinvertebrate communities and are also thowghpromote green filamentous algal
(Zygnema sp., Cladophora glomerata) blooms. Benthic surveys conducted in 2008-2009 ha
identified population densities @. fluminea in the southeast quadrant of the lake, but have
not identified distribution in the remaining 75% tbfe 72 mile shoreline (Wittmann et al.,
2008). The work presented here used benthic imageitected with an Autonomous
Underwater Vehicle (AUV) to investigate the distiiion of C. fluminea in Lake Tahoe.
Additionally, select environmental parameters weneestigated to examine any potential
association with clam distribution.

In the summer 2009, the Tahoe Environmental Rekd2entre partnered with the University
of British Columbia to conduct a full lake survesing UBC-Gavia, aGavia class AUV, as a
platform to collect georeferenced benthic imagergt aptical backscatter data. Derived data
from the optical backscatter included turbidity {msr?), chlorophylla (ug L™), and colored
dissolved organic matter (CDOM) (ppb). Survey goatye twofold; (1) conduct a single
pass along-shore survey of the littoral region étednine lateral presence as a function of
surficial bottom sediment clam shell matter, andg@duct a multi-pass across-shore survey
to determine clam shell matter presence as a fumdf depth. Clam shells (2 — 27 mm in
length) were detected as white reference pointhénimages and their presence used as a
proxy for live clam populations. High-resolutionages were collected at a constant altitude
(height above the bottom) of 2.6 m above bottona &tame rate of 4 Hz. All of the data
collection missions were conducted at night to mime the risk associated with operating an
AUV in high boat traffic areas and also to maintaimormalized ambient light level in the
collected imagery. An image-processing algorithns waitten to estimate the relative density
of clam shell abundance, corrected for altitudesanh frame. Initial versions of the algorithm
counted the number of pixels in each frame aboseri@min color threshold but this was found
insufficient due to variable strobe light intensiag a function of vehicle altitude and
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orientation. Significantly improved predictions oflam shell matter were made using the
median and mean deviations associated with eacgeimiehese were used for the rest of the
presented work.

The collected data was then used to create a gegenefed species distribution map of the
lake and revealed previously undiscovered regioherg/ clam shell matter was abundant,
particularly in areas along the western shoreliffee across-shore transects demonstrated
variability between study sites and previously gndvered potentially viable clam
populations at depths greater than 80 m. A fielanmaign is currently underway to
groundtruth the generated distribution map and &smnfirm whether clam shell matter is a
valid indicator of live clam populations. It wagtially theorized that the optical backscatter
show green filamentous algal dominant in clam-itgddsregions (Wittmann et al., 2008)
however, no correlation was apparent when compaesglts from two different areas. In
contrast, relatively high concentrations of turtydiCDOM and Chla were found in localized
areas along the south shore. It is proposed tleaethesult from a single nutrient point source
although further work is required to examine theéeak (both areal and vertical) that the
plume extends into the lake. In addition, it wasabbserved that the Chleoncentration was
correlated with the CDOM measurement in the wabduran. It is possible to then conclude
that one could be used as a proxy for the othexgéiired. The results from this study provide
new insights into the distribution of Asian clamthwn Lake Tahoe and how water column
properties interact with these populations.
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ABSTRACT

The majority of the existing studies on the surfgocaundwater balance in lakes assume
stationarity of the groundwater flow at monthly even annual scales. However, the
groundwater exchange is closely connected to thierwflows at the lake surface due to
precipitation/evaporation, which are characterizieg higher frequencies of temporal
variability. Thus, the exchange between lake watet groundwater needs a non-stationary
treatment. Whereas components of the water balantlkee lake surface—the precipitation
and the evaporation—can be estimated with reasenalscuracy from the standard
meteorological observations, it is difficult to abt the temporal variability of the
groundwater flow in/out a lake from the field dataaccount of its high spatial heterogeneity.
We present a method to estimate net groundwatert inpo the lake water budget as a rest
term in the total water balance derived from higkealution water level measurements by
bottom-mounted pressure loggers. The method hasm&nated its reliability for estimation
of the lake level variations on periods from subrdal to perennial ones. The net
groundwater flow revealed a pronounced seasonalpooent superimposed by perennial
variations between wet and dry years, as well asybgptic effects of lake water exfiltration
into the groundwater aquifer following strong ppatation events. A strong relationship is
derived between the groundwater flow and the watdance at the lake surface - the
supposedly inherent feature of enclosed lakes swthll watersheds.

KEYWORDS
Evaporation, groundwater flow, lake water budgettewx level,

INTRODUCTION

In lakes without surface in- and outflow the growader flow is one of the most important
components of water budget and external input s$alved substances (Hoed al, 2006;
Nakayama and Watanabe, 2008). Both, experimentdiest (Winter 1976; Leet al, 1980;
Krabbenhoft and Anderson 1986; Cherkauer and Zd@8&9; Isiorho and Matisoff, 1990) as
well as numerical modeling (Sacks al, 1992; Cheng and Anderson, 1993; Genereux and
Bandopadhyay, 2001) were performed to study lakefmwater interactions, often in
combination with transport of solutes (Stephensial, 1994; Sholkovitzt al, 2003).
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Most of the existing studies on the surface-grouatéwbalance in lakes assume a stady-state
groundwater flow (Cheng and Andersson, 1994; Nutemet al, 2003). However, the
groundwater exchange is driven by the time-depengmundwater recharge and is closely
connected to the water flows at the lake surface tduprecipitation/evaporation, which are
characterized by higher frequencies of temporalabdity. The precipitation events are
typically followed by the intensification or everhanging of the direction of the net
groundwater flow. This effect takes place on sklaity or hourly time scales and remains out
of scope of the methods with coarser time resalutidence, groundwater-surface water
interactions are highly dynamic and a steady-sthteild not longer serve as a central, default
assumption (Millyet al, 2008). The exchange between lake water and greated varies
with time and therefore needs a non-stationarytrtreat. Experimental techniques for the
measurement of exchange between groundwater aedwater can only with difficulty be
used for the total water budget (Nakayama and Véa@n2008). An alternative method for
the evaluation of this budget could be the estiomatif groundwater exchange as the residual
in the balance between the water balance at the takface, in- and outflows, and lake
volume (Pollmanet al, 1991). This method does not calculate the indiaidvalues of
inflowing and outflowing components of groundwateuat provides valuable information on
the net groundwater contribution to the water buddé¢he lake as an integral characteristic of
the lake-groundwater interaction. Generally, charigghe groundwater recharge and the lake
water level take place on temporal scales from giyadqcaused e.g. by local precipitation
events) to seasonal (connected to variations ingtbendwater recharge in the hydrologic
year) to perennial ones (arising from variationgha annual sum precipitation-evaporation
balance at the watershed). Thereby, the main tesmhpoales of this variability are determined
by the regional climate, but the variability rangendividual for every lake, depending on the
watershed characteristics.

In this paper we estimate the groundwater climéteake Stechlin — a small enclosed lake
without surface in- and outflows, located in noehstern Germany. The estimation method
consisted in determining of the net groundwatertrdoution into the lake water budget as a
residual term in the total water balance derivednfthe known water level fluctuations in the
lake. The water level fluctuations, in turn, werbtaoned from time-resolved pressure
measurements at the lake bottom with sufficienuesxy and high temporal resolution. The
dataset comprised two subsequent years 2006-20@Gharacterized as “extremely dry” and
another as “extremely wet” compared to the annegional precipitation mean of 36 years.
By this means, we were able to estimate the ramgeeogroundwater flow variability on
climatic scales that, complemented with the esthbli seasonal and synoptic patterns,
allowed us to reveal the typical features of grouaigdr interactions and to develop a simple
relationship between them and the water balandbefake surface.

METHODS

Study area

Lake Stechlin is situated in NE Germany 183N, 1302'E) about 100 km north of Berlin
and has a surface area of 4.25kamd an average volume of 96.88-® (Koschel and
Adams, 2003). The lake is a deepest one in thed®rdvurg region with maximum and the
mean depths of 68.5 m and 22.8 m respectively.\ildter level of Lake Stechlin is regulated
by ground water inflow, by precipitation and evag@n, and by temporal runoffs through
the surrounding sand layers (Richter, 1997; Nutamah al, 2003). The 80% of the
12.57 kn? lake watershed is covered by forest. The subseifiaatershed is also rather small
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with the sharp rise of the groundwater table ingbeth—east and in the north—west directions.
The summary discharge of in- and outflows is nelglég(0.004 m3s).

To study the hydrologic budget of Lake Stechlirtadisnary coupled water and chloride mass
balance model has been developed before (Nutzmanml.e 2003). A steady-state
groundwater modeling study of Lake Stechlin watedsthowed that with respect to different
annual rainfall situations the subsurface flow megiis also changing (Holzbecher, 2001).
According to this model, the groundwater flGxin Lake Stechlin is expected to reveal high
temporal variability and to change its sign in tb&l water balance of the lake:

dv
5 S(pmer g A 1)

wheredV/dt [m3 s] is the rate of change of the lake volumMdm?] is the lake surface area,
p ande [m s'] are is the precipitation rate and the evaporatie, correspondingly. Here, the
precipitation ratep refers to the water volume falling directly on tlage surface, where the
inflow from the land surface assumed to be nedkgib

Estimation of the water balance components

Lake volume variations. We have used pressure measurements at the bdticakeoStechlin

in order to estimate directly the fluctuations loé twater level and, consequently, of the lake
volumedV/dt (Eg. 1). Data on the water level fluctuations weodlected in two subsequent
years, from 27 January to 20 September 2006 amd 2® March to 4 September 2007 by a
pressure sensor (TDR-2050 RBR Canada, absoluteaayc0.03 db, resolution < 0.0006 db)
installed at 30m depth in the southern part of L&kechlin at few centimeters above the
sediment, and sampling continuously with 10s recoterval. The annual precipitation rates
amounted in these years at 489 mm/year in 2006aarilD6 mm/year in 2007, which are
representative for wet and dry years, correspomgifige annual precipitation in 1958-1994
varied between 427 mm and 815 mm with the mearevall658 mm (Richter, 1997)). Thus,
among with the resolution of the less-than-seastina scales, the dataset provided the
opportunity for comparison of th@ variability in dry and wet conditions.

The time variations in the water levhl, were determined from the hydrostatic balance,

d d

pgTht“a(pN— ) (2)
wherepy is the measured pressure at the lake botam, is the atmosphere pressure, and
is the freshwater density. Taking into account skeep morphometry of Lake Stechlin and
small amplitudes of the level fluctuatiohg, the associated variations in the lake surfaca are
A assumed to be negligible, and the volume variatiavere estimated simply as

av _ 90, 3
dt dt
with A taken as 4.25 kinUnder this assumption, Eq. (1) reduces to
M p-er g 4
o , @
and the lake water level at any momeistgiven by
h,(t)=h,(t)+P- E+ G, 5)

t
0

wheret, is the time of the observations start, aﬁtﬂt) :jt p(T) dar, E(t) =J:) E(T) ar,

t
and G(t) :L g(r) dr — are the accumulated precipitation, evaporatioth @roundwater

input correspondingly.
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Precipitation-Evaporation balance p - e. Data on the precipitation rappand meteorological
characteristics necessary for estimation of thepenagion ratee were adopted from the
standard weather observations at the near-shotiersfarovided by the German Weather
Service (DWD) for the period 1957-2003 and by therr@an Environmental Agency (UBA)
for 2004-2007. The small area of the lake suggesgligible difference between the
measured precipitation over the land surface aatidier the lake that is also supported by
Richter’'s (1997) estimations.

Evaporation rate is, along with the lake-groundwater exchange, ointhe most uncertain
components of the water balance (4) owing to cormpleeractions at the air-lake boundary.
Apart from direct evaporation measurements, whighrarely available and are difficult to
interpret at the lake-wide scale, a number of wideded approaches exist for estimatiore,of
ranging from simple bulk-formulae to coupled modafithe atmospheric and lake boundary
layers. The choice of an appropriate method foerdam lake depends usually on available
observational data and characteristic regime ofaindake interaction. In particular, such
factors as the fetch-dependent roughness of the dakface, strong stability of the lower
atmospheric boundary layer over the colder lakéasarin summer and typically very low
wind speeds in small wind-shadowed lakes are anfmmgroblems resulting in the lack of a
universal parameterization efsuitable for any lake. Richter (1997) had obtaineahthly
evaporation totals at Lake Stechlin in 1958-200thgisneasurements by evaporation pans
installed directly over the lake surface. This datawhen coupled with the meteorological
observations at the lake shore and with the surfe®erature measurements, gave us the
opportunity of comparing different methods focalculation in order to choose the one with
sufficient accuracy for Lake Stechlin conditions.

The evaporation measurements were compared witlputsutfrom several empirical
evaporation formulae recognized in the literatital{iner and Martin, 1957; Kazmann, 1965;
Richards and Irbe, 1969; Orlob and Selna, 197MhtRic 1997), all of the form:

E=COf(u{e- o), (6)
wheref(u) is a function of the wind speerl measured at the heightabove the lake level.
[ is the saturated water vapor pressure at wateacgje, is the water vapor pressure

at air temperatureg is an empirical coefficient.

The wind measurements at 10 m height from the skare station were adjusted zpfor
each corresponding formula assuming the logarithmind profile within the surface
boundary layer.

In addition to the 5 bulk evaporation formulaedtabove, a more advanced scheme of the
latent flux calculation was used, based on the inadethe surface boundary layer of
Zilitinkevich (1991) and implemented in the surfavedule of the lake temperature model
FLake (Mironovet al, 2010). In the scheme, the Monin-Obukhov simijarglations (see
e.g. Yaglom, 1977) are used to compute turbulames of moisture. In case of strong
stability in the surface air layer, when the gradiRichardson number exceeds its critical
value and the Monin-Obukhov similarity relationglg zero fluxes, crude estimates of fluxes
of momentum and of sensible and latent heat arairsdad, assuming that the transport of
momentum, heat and mass in the surface air layeonsrolled by the molecular transfer
mechanisms. A decision between turbulent and mt@eduxes and between fluxes in forced
and free convection is made on the basis of flugmitade.

The testing of the evaporation models was perforatetie data from the period 1998-2001,
for which daily water temperature measurements veweaglable in addition to the standard
meteorological observations.
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RESULTSAND DISCUSSION

Evaporation estimates

In order to arrive at a reliable method for estioratof evaporation during the water level
measurements in 2006-2007, we have compared tlbernas of several evaporation models
against the monthly evaporation rates in 1998-28@dilable from direct measurements with
an evaporation pan installed on the lake surfaceh(®, 1997). Generally, the data from the
evaporation pan provide higher values than estonatgiven by all models tested (Fig. 1).
This result can be referred, at least partiallya kcnown systematic overestimation of the true
evaporation rate by the evaporation pan measuranfévinter, 1981; Eichinger, 2003). On
the other hand all estimations given by non lakecgjg models yield similar values, which
are several times lower than the measured evaporaties, especially in summer (Fig. 1).
The inconsistency is apparently conditioned by $ipecific features of the atmospheric
boundary layer over the lake surface: a strongilgtalon account of the temperature
difference between the summer air in summer anadke surface of the deep lake, and low
winds caused by the small lake area and the sutmogrforest. Most of bulk-formulae are
based on typical winds and stratification data dagge open water bodies, particularly, over
the ocean, and fail in these conditions. The Mddbukhov theory for the developed
turbulent boundary layers underlying the FLake athm is also inapplicable for strongly
stratified boundary layer (Chengt al, 2005). Still, the air-lake exchange of scalars, i
particular, the water vapor, includes the transpgrthe intermittent turbulence in the strongly
stratified air, and is essentially higher than fvatvided by the purely molecular exchange. In
the absence of a theory adequately describingettéhange, the empirical formulae derived
explicitly for such small and deep lakes are thestnappropriate alternative for estimation of
evaporation rates. The two formulae based on thellslake data are close to the pan
measurements data, with the latter formula of Méazmann, 1965) fitting slightly better to
the data (RMS error 16.12 mm vs. 19.33 mm for tiehter (1997) formula). Therefore, the
Meyer formula is adopted in the following for atenations of the evaporation from the
measured lake surface temperatures, and is couwpledhe lake model FLake instead of its
standard algorithm for calculation of the lateratigux in the model scenarios.
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Figure 1. Monthly evaporation means from Lake Stechlin: poration pan measurements
(gray bars) and those calculated after Richardsldoed 1969 (thick solid line), Orlob and
Selna, 1970, dashed line), Haltiner and Martin,71@m®tted line); the Monin-Obukhov based
Flake algorithm (Mirono\et al, 2010, line with circles), and the two lake-spiecégmpirical
formulae: Richter (1997, line with triangles) an@yér (Kazmann, 1975, line with squares).
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Figure 2. The water balance components in Lake Stechli@)jr2006 and (b) 2007. Thick
solid line: precipitation-evaporation balance; dasline: water level variability; gray bars:
net groundwater inflow; thin gray line: approxinaatiof groundwater inflow by Eg. (8).

Groundwater flow: short-term and seasonal fluctuations.

Qualitatively, the evolution of the lake level aébg follows the cumulative precipitation-
evaporation balance at the lake surface in 20@%etisas in 2007 (not shown). Among others,
this fact demonstrates that the surf&eeE balance determines, to a large degree, the short-
term (days to months) variability of the water lewe dry, as well as in wet conditions
(Fig. 2). On the other hand, there is an additigquaitive component in the water balance in
both years (the water level is higher that it wotdtlow from the evaporation-precipitation
balance only). In the absence of an appreciablmgeent surface runoff, it is consistent to
ascribe this discrepancy to the groundwater inflopproximating the accumulated
groundwater inflowG by a linear fit, one arrives at a nearly constanbugdwater
contribution to the water level change at seastmad scales of 1.45 mm/day in 2006 and
0.86 mm/day in 2007, which correspond to the netigdwater inflow of 6.17 fn®day and
3.67 10m*day, respectively. The residual variability in tlgroundwater inflow has
remarkable differences between 2006 and 2007. yncdnditions of 2006 a pronounced
seasonality persists (&, which is fairly well described by the sine furocti

é:—Asin(z?n(t—'I;)j [mm], 7)
or, correspondingly,
g= —aco{z?n(t— 'I;)j , [mm/day], (8)

with the periodTl of 6 months, and the starting poiitset to 01 May (or 01 November) of the
corresponding year. The seasonal amplitude amourts A=35mm, or
a=271T*A=1.2 mm/day. The same seasonal pattern is alsepr in 2007; is, however,
much less expressed (the corresponding amplituges & 10 mm andh = 0.35 mm/day). In
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addition, the seasonal periodicity in the wet y2@07 is masked by short-term oscillations of
G, which are closely linked to the precipitation etgein a particular manner: relatively strong
precipitation events are immediately followed bygatveg and corresponding drop & (cf.

the precipitation and groundwater lines in FAg). Thus, the precipitation produces short
events ofexfiltration of the lake water into the aquifer. That is, app#ly, a result of the
lake-groundwater pressure gradient produced afteng rains, which do not affect
immediately the groundwater level, but increasehiydrostatic pressure in the lake by raising
its water level.

Generally, the results demonstrate a direct relaligpp between the groundwater flgnand
the water balance at the lake surfgees): the higher evaporation in dry conditions is,the
larger negativep—€ are, the stronger is the groundwater inflow;umf{ when precipitation
prevails over evaporatiomp<e > 0) the groundwater flow changes its sign to tiegaBased

on the data from both 2006 and 2007, this relatigndairly agrees with the direct
proportionalityg = -0.6f—€) (Fig. 3), i.e. the net groundwater exchange c¢ttss roughly
60% of the water balance at the lake surface aadgds its sign according to it. The absolute
data scatter around the approximating straight Imelarger during exfiltration, when
precipitation prevails over evaporation. This candxplained by higher non-stationarity of
the water budget and by a certain role of the sarfanoff during the precipitation events,
which is not accounted for in Eq. 1. Still, for bagiositive and negativg-e), the correlation
between the approximation and the data is 0.68bout 42% of the relative variability is
explained by the proposed relationship. The largestter around the straight line is found in
the vicinity of the zero point (empty circles ingFB): excluding them from the correlation
estimation increases the predictive ability of ttedationship up to 60%. Adopting this
dependence aj on the surface water balance, the variations ®fldke water level in Lake
Stechlin can be expressed from (1) in a simple agy

dhy /dt = 0.4p—€). 9
According to (9), the water level changes in theelalue to evaporative water losses and
precipitation are damped to 60% by the lake-growatdwexchange, and the rest 40% should
result in perennial water level variability (assuhtle level is not artificially regulated).

20
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Figure 3. The net groundwater flow $g$ in both 2006 and72ptted against the surface
water balance (p-e) (circles). Open circles comadpto the weak precipitation events with
0<(p-e)<5 mm/day. The solid line corresponds toréte g = -0.6(p-e).
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CONCLUSIONS

One aim of the present study was testing of théimelypressure measurements by standard-
accuracy sensors as a tool for estimation of tke lavel variations in a wide range of
temporal scales. The analysis of the net water éudgmponents in Lake Stechlin has
demonstrated a close relationship between the vioaance at the lake surface and the net
groundwater flow in the lake. This relationship eals itself at different time scales and
produces distinct variations in the lake-groundwatechange with periods from synoptic
(driven e.g. by the strong precipitation events), deasonal (connected to the mean
groundwater level), to perennial ones (conditiormsdthe interannual differences in the
regional precipitation-evaporation balance). That that these variations are to a large degree
determined by the concurrent variations in the afpheric drivers suggests that the pattern of
the net groundwater flow variability in Lake Stdohlcan be extrapolated, at least
qualitatively, at the majority of enclosed lakeshasmall watershed:
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ABSTRACT

Halslon reservoir is contained by three dams, #ngest being a 198 m high CFRD on the
southern end of the Dimmugljufur gorge. Halslortstnes from Bruarjokull, an outlet glacier
from Vatnajokull glacier, 25 km to the north andrecs 61 km2.

Three temperature dataloggers were suspended (mm 4nd 40 m depth) from a buoy in
middle of June 2009 and retrieved around the midéildovember the same year. The water
temperature shows strong correlation with air tera@jpee and wind data, with the correlation
being higher in the upper layers at 1 m and 10 pildethan at 40 m depth. Temperature at
40 m depth is influenced by the temperature ofglaeial melt water inflow originating from
Vatnajokull glacier. From the recorded data, thesifmns of the thermal layers in the

reservoir can be observed.
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Figurel. Cross section of Halslon reservoir in mid June
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EXTENDED ABSTRACT

INTRODUCTION

Water temperature is an important water qualityapeater. In the age of climate change, the
need for understanding how water systems heat dg@ol down with varying meterological
forcing is ever more pressing. In Iceland, watengeratures have been monitored regularly
for as long as 15 years by Landsvirkjun and thé&afwlic Meterological Office (e.g. Helgason
and Axelsson, 2009). In addition, the Icelandic &elogical Office measures weather
parameters such as air temperature and presslatyedumidity, wind speed and direction.
However, incoming short wave solar radiation is ocotnmonly measured directly, making
the assessment of impending surface heat flux@sudif The purpose of the present study is
to assess surface heat fluxes and compute the tewolaf water temperature from the
tributary rivers of sub-arctic Lake Lagarfljét Ided in Eastern Iceland. These rivers can be
divided into two categories: glacial rivers comifigm the glacier Vatnajokull such as
Jokulsa i Fljétsdal and spring rivers such as Kelda

METHODS

In this preliminary study, net heat fluxes at theface of the rivers are calculated from

weather data from the Icelandic Meteorological €fusing traditional methods described

e.g. in Fisher et al. (1979) and Andradattir (20@Hort wave radiations measurements being
insufficient for our period of interest, are comgaitaccording to the methods described in
Bras (1990) based on theoretical input and clougeicdata provided by the Icelandic Met

Office.

In order to check the validity of the computed heat fluxes, a simple 1D model is built
based on the computation of net heat fluxes andiemppo two tributary rivers of Lake
Lagarfljot: a glacial river Jokulsa i Fljotsdal aadspring river Kelda i Sudurdal. The model
assumes that because the rivers are shallow, ttex wanstantly fully mixed vertically. The
governing equation is therefore:

dT —_ Hnet

dt pCz
with T the water temperature in °C, t the period i, the net surface heat flux in W/m?,
the water density in kg/inC the specific heat of water in J/(RG) and z the water depth in
m. Modelled water temperatures are then comparethdese measured by the Icelandic
Meteorological Office.
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Figure 1 Comparison of the main components influencing ttegewtemperature with the
water temperature measurements and computatiordlatisd i Fljotsdal. In solid line,
measured data, in dash-dotted line, computed data2001-2008

FIRST RESULTSAND DISCUSSION

Figure 1 shows the first results for the glaciateri Jokulsa i Fljétsdal in 2001-2008. The
calculated net heat fluxes appear to precede viee temperatures by less than a day which is
consistent of the thermal inertia which is smallirasuch a shallow river (~1.5m deep). A
simple water temperature model captures the geseessdonal trends but with overestimates
the temperature during the summer season. The Rk fer the glacial river is +/- 3.7°C
while it is slightly less for the spring river (8~C, not shown), suggesting that the cold
glacial and groundwater source temperature neebls taken into account in the computation
and using a simple theoretical solar radiation stéjgh for cloud cover might be insufficient in
the present model. Future work will therefore fooamsimproving the river model. Once the
river temperature model has been finetuned, theutzied net surface heat fluxes will be used
as input to model the vertical temperature vanatiosub-arctic Lake Lagarfljot.
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EXTENDED ABSTRACT

The fate of river inflows, and their associated@niment rates, has been extensively studied
in freshwater systems (Ellison and Turner, 1959jiDare et al., 2002). With some notable
exceptions (Stefanovic and Stefan, 2002), the esiplud field studies have been on summer
stratified conditions even though a large percentaigthe global lake inventory, particularly
at high latitudes, undergoes winter stratificatieng. weakly stratified and/or ice covered).
Regardless of wind strength, ice cover isolateseakly stratified water column from the
direct influence of the wind. Irrespective if rivenflows are forming a positively or
negatively buoyant flow, isolation from wind sheaill alter the mass flux path of the
inflowing water into the main body of the lake. $hvork presents a unique field study of a
negatively buoyant underflow and how the dynamigngpice-cover break-up influences the
initial mixing of the inflow with lake water.

During the winter months, Lake Thingvallavatn (88% Iceland is predominantly fed by a
single groundwater source in a small, shallow (8+&tal depth) embayment at the northern
end of the lake which discharges at ~ 1-2 °C grehsa the lake that is near isothermal at ~
1 °C resulting in a negatively buoyant underflowickh propagates into the lake. We
characterize this system during the initial ondesmring ice break-up from Feb. 18 — 27,
2009. The dynamic nature of the moving ice allowsed different wind forcing scenarios,
weak and strong forcing, to be identified and ergousing a variety of conventional
techniques (thermistor chains, vertical profilees¢c.) and the unconventional use of an
Autonomous Underwater Vehicle (AUV) to measure hamtal profiles of water temperature
beneath ice-cover, out to a distance of ~ 300 mydwan the ice edge. This would have been
impossible with almost any other technique as th® em thick rotten ice was not possible to
safely sample from but was too thick to break tigfowith a boat.

Although surface forcings were extremely variablgimg this time, samples were collected
during two dominant wind regimes identified as; (#¢ak wind forcing (either low wind
speeds or ice cover), and (2) strong wind forciwind > 3 m & and open water). During
both of these regimes, the behavior of the underftould be reduced to a two-dimensional
flow problem; validated by comparing the measuredenflow velocities with the ADV with
the modeled predictions. Periods of transition leewv the two forcing conditions,
characterized by dynamic, across-basin heterogemaite also observed during the study
period. Underflow behavior during these periodsnegally associated with open water
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conditions, was much more three-dimensional inneaéund is thought to be related to a much
greater degree with the wind direction than the dominant regimes.

During the first regime, it was shown that the ufidev is unmodified by convective
processes associated with ice cover (e.g. radigtdréven convection) before plunging into
the main body of the lake. The greatest contribbutiat these processes could account for in
the observed temperature fluctuations was less 8hprrcent of the observed temperature
fluctuations. Entrainment rates estimated from tamtsaltitude AUV-collected CTD profiles,

a novel estimation technique derived in this stusgre in the range of 1.8 — 3.2 X 1MAs
these predictions agree well with previous workern€lese et al., 2004), it is possible to
conclude that it is possible to use standard foama calculate entrainment under ice
provided the bulk Richardson number for the undearftan be calculated. In contrast, during
the second regime (strong wind forcing) enough raeidal mixing is provided to mix the
underflow with the ambient water in the shallow bay

It is possible to conclude that the ultimate fatéhe underflow depends on the surface shear
condition of the relatively shallow (2 - 5 m) redeg bay; low surface shear, due to either
low wind speeds or ice cover, and high surface rsbaa to high wind speeds and no ice
cover. During periods of low surface shear, theewablumn becomes stratified and bulk
velocity can be approximated with simple two-layéro-dimensional mass and energy
budgets. During periods of high surface shear,tiopwind energy exceeds buoyancy flux of
the inflow resulting in mixing of the water colunamd dilution of the temperature signal of
the underflow. The combination of the various detdlection platforms used in this study
was the only way to safely quantify three dimenalptime-evolving physical dynamics in
this variable ice-cover subarctic lake.
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ABSTRACT

The effects of a suspended sediment load on flurdutence are investigated within a
standard mixing box where a single oscillating gsighlaced near the floor of the apparatus.
Clear-water flow conditions for a given grid osailbn frequency are quantified using particle
image velocimetry, and fluorescent tracer partiées used to discriminate the fluid phase.
These measurements are repeated under identicatlésguconditions for supply-limited and
transport-limited suspensions using quartz-denfsity sand. It is shown that the central
region of the mixing box, dominated by highly tukdnt, upward-directed flow velocities at
the intersection of two depth-scale convection sgelindergoes significant turbulence
suppression when sediment is present. Turbulenbaneement also is observed in the
central region of the convection where the turbubeglocities are relatively small. 1t is
suggested here that this experimental design iguefy suited to examine unambiguously
these fluid-particle interactions, and that turlbgke suppression of this upward-directed flow
field is an immediate consequence of having to mairthe suspended sediment load.

KEYWORDS

Turbulence modulation; particle image velocimeinyxing box; zero-shear geophysical flow;
suspended sediment.

INTRODUCTION

The effect of suspended sediment transport on kembuopen channel flows has long been
debated in the literature. Much of this debate fomsissed on time-averaged profiles of
velocity and Reynolds stress, the value of von Kars coefficient, and the magnitude,
characteristics, and vertical distributions of twldnce intensities, mixing lengths, and eddy
diffusion coefficients (see Best al., 1997; Musteet al., 2005 and references therein),
specifically how these parameters are alteredarptiesence of a suspended sediment load.

As noted by Bestt al. (1997), three parameters often are used to ddénthe effects of
suspended sediment on fluid turbulence. These(Brdhe ratio of sediment size to a
characteristic turbulence length scale (e.g., Gom@ Crowe, 1991), (2) the Stokes number,
which is the ratio of particle response time to epresentative fluid timescale (e.g.,
Elghobashi, 1994), and (3) the particle Reynoldsiloer based on the slip velocity between
the fluid and sediment phases (e.g., Hetsroni, 198&th Bestkt al. (1997) and Mustet al.
(2005) applied these criteria to explain their expental observations, employing either
direct determination of these key parameters diaklé empirical relations for comparative
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purposes. The results of applying these crittwgayever, were met with varying success, and
included (1) subtle rather than marked variatianvelocity and turbulence signatures, (2)
both enhancement and suppression of turbulenckeirsame flow, (3) inconsistency in the

effects of sediment on turbulent flow, and (4) tleeognition that the interactions of the

sediment particles with coherent turbulent flomustures may not be adequately captured
using time-mean values.

It is contended here that the experimental desmrexamine the effects of suspended
sediment on fluid turbulence also can be improvedst, it is imperative that the fluid and
sediment phases within a sediment-laden turbuleaw fbe clearly and unambiguously
discriminated, therefore removing the potentialt thach turbulent signatures are, in fact,
contaminated by the other phase. Second, it ieliatjve that the clear-water and sediment-
laden flows are, in fact, hydrodynamically equivdlethus removing any uncertainty about
varying flow rates, boundary conditions, and enagadients when sediment is introduced to
the clear-water flow.

The current research program sought to quantifyeffects of suspended sediment on fluid
turbulence in a geophysical flow by specifically degksing these two experimental
challenges. First, particle image velocimetry (Pi&/employed to quantify the turbulent flow
field, where laser-induced fluorescent tracer phasi coupled with lens-mounted polarized
filters ensures that only the characteristics efftbid phase are captured. Second, a standard
grid-mixing box is employed (e.g., Thompson andnBuy 1975), such that the oscillation
frequency and stroke of the grid can be externatigtrolled and total flow depth can be
maintained, both with great precision. Thus, thgctives of the current paper are: (1) to
quantify the time-mean and turbulent flow field mitt a mixing box using clear-water
conditions, and (2) to quantify the variations Ine time-mean and turbulence characteristics
of the fluid phase in the presence of suspendennged that is dilute (supply-limited) and
concentrated (transport-limited).

METHODS

All experiments are performed in a polycarbonat&ing box 0.315 m wide and deep, and
0.393 m tall. An aluminum grid placed at the bottbox provides the source of turbulence,
and this orthogonal grid consists of 10 10-mm sguaars with 50-mm center-to-center
spacing. The grid is mounted from above to a mgaéccentric arm and controlled by an
external motor. The stroke of the grid as use@ Iei70 mm, and the speed of the motor is
measured with an optical tachometer.

PIV is used to quantify all turbulence parameteithiw the box. This system comprises a
dual-cavity 50 mJ Nd-YAG laser emitting 532 nm ligind two 4 Mp cameras with 4 GB
each of RAM. All data acquisition and synchronizatare handled by an external timing
hub, dedicated computer, and DANTEC software. dms$he box, at the apogee of the grid, a
dual-level 3D calibration target (0.27 m wide an@i®m tall) is placed, and the cameras are
mounted off-axis to the target (total angular difece of 16). For this study, paired images
are collected at 40 Hz, the interrogation areas 3#epixels, and the central-difference
adaptive correlation algorithm within the DANTECftseare is used to derive the 3D vector
fields. The laser light sheet enters the box ain&® from the sidewall, and is centered on the
cross-bars of the grid, rather than the nodes.lokogjlass spheres 20 to pn in diameter
and dyed with Rhodamine B are used as fluid trpeeticles, which fluoresce in the laser
light sheet. Polarizing filters (>570 nm) are gdwnto the camera lenses, thereby allowing
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only these fluorescent tracer particles to be ebrto video. Each vector field comprises
approximately 3479 vectors, and about 462 imagespaie used to derive time-averaged
values of mean and turbulent velocities. All dagported here are actual measurements (no
interpolations are used), and all time-averagedashave a minimum of 100 realizations.

Sand of varying concentrations is added to this lader these clear-water conditions. The
quartz-density fine sand is 250 to 3@ in diameter, and total dry mass added to the box
ranges from 0.1 to 1 kg. Volumetric suspendedrsedt concentrations ({tm°) are collected
at-a-point using a siphon sampler. Both the voluwfwater and sediment removed after each
sample extraction are replaced by an equivalenuaimorhese samples are decanted and the
sediment oven-dried to determine total mass. Flepth for all experiments is 0.292 m.

RESULTSAND DISCUSSION

Preliminary results of this experimental prograne gresented below. These include
variations in the volumetric suspended sedimententmation within the box as a function of
total concentration and vertical height, the timeam and turbulent flow field using clear-
water conditions, and the difference in these flparameters using sediment-laden
conditions.

Variationsin suspended sediment concentration

Prior to full experimentation, it is important tcetermine the relationship between grid
oscillation frequency and volumetric suspended sediment concentraicas normalized by
the total volumetric sediment concentration in lex Co. For varying heighty above the
grid apogee y=0), as normalized by flow deptd above this datum, and for a given
oscillation frequencyf = 233z, at-a-point values o€/C, show that these concentrations

reach asymptotic values at slightly different inpugtncentrations (Figure l1a). That is,
suspended sediment concentration is supply limitégd a threshold concentration of sand is
added to the box. Based on this observation, laaahosen frequendytwo input sediment
concentrations are selected for investigation:Eplulimited suspension@, = 0. 002§&nd

a transport-limited suspensio@{=0. 00903

This distinction between supply-limited and tranggionited suspensions can be
demonstrated by plotting@/C, as a function of relative height in the bgxd. Figure 1b

shows thatC/C, remains fairly constant with distance from thedgwhen C, = 0. 00263
whereas wherC, = 0. 00903C/C, remains fairly constant very near the grig/d < 04),
but decreases significantly with distance away ftbmgrid (y/d > 04). Thus for f = 233
Hz, suspended sediment is well-mixed and suppljtddnwhenC, = 0. 00263but displays a
strong vertical gradient and is transport-limiteden C, = 0. 00903 These will be the two
sediment-laden conditions examined below.

Time-mean and turbulent flow using clear-water conditions

Time-mean 2D vectors (in the cross-streanand verticaly directions; the transverse
velocity component is not shown here) and seleetstlines for the clear-water conditions
and f = 233Hz are shown in Figure 2. Herg/w is the relative distance across the box and
w is the box width. Flow within the mixing box alpthis plane is characterized by two large
convection cells, and the largest magnitude flovociges are located in the center of the
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Varying the data

field and vertically oriented where the two conwaatcells intersect.

collection rate from 40 Hz to 80 Hz had no effegttois time-averaged flow field.
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Figurel. Using f = 233Hz, variations in volumetric suspended sedimenteatration (a)

a-point at a givery/d within the mixing box for a range &,, and (b) as a function of

y/d for two input concentrationS,.
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Figure 2. Time-averaged 2D flow vectors (on left) and setreamlines (on right) within the

mixing box for clear-water conditions using

2B3.
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Turbulence parameters for the clear-water flow dooms are shown in Figure 3. Here, the
root-mean-square of the cross-straa(r-axis;U;ms), verticalv (y-axis; Vims) and transverse
componentsZaxis; Wims) and the turbulent kinetic energi{E) are defined as:

Upe=VU? Vo =V2 W =VW?  TKE = 05[u? +vZ +w?)

whereu, v, andw are the instantaneous velocities at-a-poiltzu-u, V =v-v, and

w =w-w, and the overbar represents an at-a-point timeagee The distributions of
turbulent velocities within the mixing box are iltoge association with distance from the grid
and co-located with the highest magnitude veloaitighin the central portion of the
convecting flow field.

Urms Vrms Wrms

y/d

0.6 0.8 D 02 0.4 0.6 0.8 1
xIw xIw xlw

D 0.2 0.4

I T ] mis
0 0.02 0.04 0.06 0.08 0.1 0.12

TKE

Figure 3. Contour plots of the root-mean-square
of the u, v, and w component flow velocities
(above) and turbulent kinetic energy (left) within
the mixing box for clear-water conditions shown
as a function of height above the grid using a grid
oscillation frequency of 2.33 Hz.

yld

X/w
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Sediment-laden vs. clear-water turbulent flow conditions

Because the interest here in on the effects ofeswdgdl sediment on the turbulent flow field
(the fluid phase only), the relative changes of timbulence parameters as observed in the
sediment-laden flow conditions can be determinedll time-mean and turbulent flow
parameters for the two sediment-laden conditionpgly-limited and transport-limited) are
determined, but only their differences in compariso the clear-water conditions are shown
below. In these cases, a normalized percentafgrahite (% difference) between the clear-
water and sediment-laden conditions for the roctimequare and turbulent kinetic energy
values can be defined simply as:
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% difference= SL_—VSW x100

where SL and CW refer to the sediment-laden and clear-water fl@amameter in question,
respectively.

The addition of sediment has a marked effect orflthe turbulence signal within the mixing
box. Figure 4 shows the percent differences betwiee sediment-laden and clear-water flow
conditions for the root-mean-square velocity congms. Modest reduction (suppression) of
the turbulent velocities is observed for the sugphited suspension for most of the flow
field (up to—60%), whereas modest increases (enhancement) owzarrshe central nodes of
the convection cells (up to +60%). Yet when thdirsent concentration increases and
becomes transport-limited, the turbulence redustioecome much more pronounced (up to
-100%), and the turbulence enhancement within the @cmon cells also becomes greater in
magnitude (up to +100%).

y/d

EET T [ [ e % Difference
2100 60 -20 20 60 100

Vrms

y/d

0.2 0.4 0.6 . D 02 . 0. 0. 1

x/w

ET T [T e 9% Difference
100 -60 -20 20 60 100

Figure 4. Contour plots of the percent difference in thetrmean-square of the v, andw
component flow velocities (left to right) within éhmixing box between the clear-water

conditions and the supply-limitedCf{=0. 00263upper plots) and transport-limited

(C, =0.00903 lower plots) conditions, shown as a function efght above the grid using a
grid oscillation frequency of 2.33 Hz.
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Similar trends are observed in the comparison @tctbar-water and sediment-laden turbulent
kinetic energy signals. For the supply-limited @dibion, the change in turbulent kinetic

energy for the sediment-laden flow is modest, witinor amounts of suppression and
enhancement occurring in the central flow fieldsl amarkedly higher enhancement values
within the convection cells. For the transportited condition, the change in turbulent

kinetic energy for the sediment-laden flow is m@mnounced, with greater amounts of
suppression occurring in the central flow field (tgp—120%) accompanied by markedly

higher enhancement values within the convectiols ¢glore than +200%).

TKE | | TKE

1

HE [ D o, D BT [ T TN o Difference
-120-6C O 6C 12C 18C 24C 30C Yo Dlﬁerence -120-60 0 60 120 180 240 300

Figure 5. Contour plots of the percent difference in thetlent kinetic energy within the
mixing box between the clear-water conditions drelsupply-limited C, = 0. 00263on left)

and transport-limited @, = 0. 00903on right) conditions, shown as a function of heig
above the grid using a grid oscillation frequent2.83 Hz.

Discussion

While the causes for the turbulence modulation enity are under investigation, the
magnitude and character of these signhatures arar @ded unambiguous within this
experiment. Even with the addition of very modestcentrations of suspended sediment,
significant departures of the turbulence from tred@ar-water values are observed. These
effects are even more pronounced when the sedilaeert flow achieves transport-limited
conditions, resulting in the suppression of fluidbulence by as much a400% within the
primary flow field. It is no coincidence that tbpward-directed fluid flow within this central
region is most affected by this added sedimentoW is theorized that the maintenance of
sediment suspension requires an upward directedhaptentum flux equal and opposite to
the immersed weight of the suspended load (Leetd#r, 2005), and a similar mechanism is
postulated here. That is, turbulence suppressitoars because turbulent energy of the fluid
is being actively transferred to the sediment phasarder to suspend this load. Finally, it
should be noted that while turbulence enhanceneimbserved on the downward arcs of
convection cells, and most notably within the nodadions, the magnitudes of these
velocities are small in comparison to the centatipn of the mixing box where turbulence
suppression is most pronounced.
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CONCLUSIONS

The effects of a suspended sediment load on flulslitence in open channel flows have long
been discussed. It is contended here the userbtlpamage velocimetry and a standard
mixing box can improve upon this previous work byptoying two important experimental
conditions: the creation of hydrodyamically equerdl flows, and the unambiguous
discrimination of the fluid phase within sedimeati¢n flow. The objectives of the current
paper are to quantify the time-mean and turbulemt field within a mixing box using clear-
water conditions, and to quantify the variationghase turbulent parameters in the presence
of suspended sediment at two distinct concentratfsapply-limited and transport-limited).

Turbulent flow within a mixing box is quantified ing PIV and fluorescent tracer particles
for the fluid phase. Flow is characterized by wepth-scale convection cells whose central
portion is dominated by highly-turbulent, upwardedited flow velocities. Upon the
introduction of quartz-density fine sand to the bdhis central region displays marked
turbulence suppression, especially when the flowrasisport-limited. Minor regions of
turbulence enhancement also are observed, notalilyei central regions of the convection
cells where flow velocities are relatively smallhese results provide qualitative support for
the notion that the maintenance of a suspendedrbxpdres an upward-directed momentum
flux, which is clearly modulated as load increades to the transfer of turbulent energy from
the fluid to the sediment phase. Finally, thesmilte suggest that under ideal experimental
conditions, the effects of a suspended load ord flturbulence is clear, measurable, and
unambiguous.
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EXTENDED ABSTRACT

A bottom-mounted ADCP was deployed near the sontheast of the Gulf of Finland at the

position 59N 27.40, 24E 09.96 about 6 km offshdiee instrument was deployed for the
period between 13 March and 30 June 2009. The mpalepth was 50 m. The 2 m cell size
used enabled us to get currents from 20 levels. ifisieument did not enable to measure
currents in the bottom layer up to about 4 m distafnom the depth (dead zone) and in the
water layer about 3 m from the surface (influenbgdside lobe of the instrument, surface
waves and water level changes). In addition thedwdata from Pakri peninsula and Tallinna
Madal were available.

During a rather long measurements period we digtgigd different hydrophysical processes
that prevailed in different sub periods. Over theole period of the experiment we observed
oscillations with the near inertial frequency. metperiod between 15 April and 15 May
inertial waves were the main source of currentalality. The amplitude of oscillations was

up to 15 cm/s having the phase shift of 180 degbe¢seen the surface and bottom layers.
The westerly wind 5-10 m/s prevailed during thatquk

In March and during the first decade of April weselved the dominating variability with the
period of 4.5-5 days. The amplitude of these csoilhs was up to 20 cm/s and currents
appeared to be stronger in the near-bottom layeiig.1 the northern component of the
current in the near bottom layer is presented. Wresee that currents variability is higher at
45 m depth, smaller at 41 m depth and smalle3T ab depth.

‘ ------- 45 m 14-h average— 37 m 14-h average- - ‘41 m 14-h averade

15.0

10.0

Veadty, am/s

-10.0

76 79 82 85 88 91 94 97 100 103
Julian days, 2009

Figurel. The northward current velocity component at 34inm and 45 m levels showing

increase of the amplitudes of the dominating 4-% dacillations with depth, which

corresponds to the theory of bottom-trapped togalycawaves.
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We also calculated the kinetic energy spectra ofects. The dominating peak in the
kinetic energy spectra was at 5 days. The othek p@s near the local inertial frequency.
According to the kinetic energy spectra we canctiafe that the kinetic energy increased
with depth in the near bottom layer. We also natiteat there was more energy in the
northern current component. That vertical varigpibf currents resembles the variability
which the theoretical model of bottom-trapped tajpphic waves predicts and coincides
with earlier observations of topographic waveshiat tregion. However, this is a hypothesis
about the existence of topographic waves as weordly on the data of a single station. In
the same period also variability of currents witiertial frequency was observed but the
amplitudes were smaller (around 5 cm/s). The véialnd up to 15 m/s was mainly from

the west in these days.

The variability of currents between 19 June and@% corresponded to the movement of a
strong baroclinic eddy passing the experiment arba.expected eddy appeared in the layer
from 15 to 35 m with maximum speed in the middlerrénts up to 20 cm/s were directed
southward (south to south east) during the firgé filays and then slowly turned in the
opposite direction. Earlier observations frequentlyealed baroclinic eddies in that region.
Again, because of single point measurements thg ebdracteristics like the horizontal
scale and spreading speed could not be established.

Current measurements near the southern coast @ulief Finland are an excellent source
for new knowledge of the general circulation ie #astern part of the Gulf of Finland and
enable to test the corresponding model. To stueyrtban circulation in the southern part of
the Gulf of Finland we calculated the mean curradtor for the measurements period for
every 2-meter layer. The mean current vector wasctid eastward between the bottom and
12 m level and westward in the surface layer. Relyon these measurements we can
conclude that in spring period in the southern pathe Gulf of Finland there exists a two-
layer circulation pattern — in the bottom and intediate layer the current is directed into
the Gulf and in the upper layer out of the Gulf.eTihorthward component of the mean
current vector is positive at the bottom and negatn the surface layer. It means that
during the measurements period nearer the soutdoast the downwelling is the prevailing
process — water is moving southward in the surfager and offshore in the bottom layer.
In Fig.4 the northward current components at tivellef 45 m (bottom layer) and at the
level of 5 m are presented. The strong downweliogured between days 154 and 164 and
between days 174 and 178. On these dates soutbrlyesind prevailed.

‘ ******** 45 m 14-h average— 37 m 14-h average- - -5 m 14-h averade

Vdaodty, an's

-25.0
130 133 136 139 142 145 148 151 154 157 160 163 166 169 172 1751&F8
Julian days, 2009

Fig. 2. The northward current velocity component at 5 m,3 and 45 m levels. The
positive current velocity corresponds to the offghourrent and negative velocity to the
current directed to the shore
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ABSTRACT

Observational data recorded by a string of therggdos TR-1060 and oxyloggers DO-1050
(RBR Ltd., Canada) deployed in Lake Vendyurskoesdtan Karelia, during winters 2007-

2008 and 2008-2009 demonstrated strong fluctuagapsrienced by dissolved oxygen (DO)
content at different depths of a water column. FRE analysis revealed that main periods
corresponding to those fluctuations were in thegeaof 2.5-15 days. Putting forward a
hypothesis on synoptical and/or seiche-like ormjithose fluctuations, joint analysis of water
temperature and DO data is performed.

140



14™ Workshop on Physical Processesin Natural Waters, Reykjavik, Iceland, June 28 - July 1 2010

Littoral zones as sour ce of methanein lakes:
Dynamics and distribution

H. Hofmann*, C. Seibt and F. Peeters
YEnvironmental Physics Group, Limnological Institute, University of Konstanz, D-78465 Konstanz, Germany

*Corresponding author, e-mail hilmar.hofmann@uni-konstanz.de

KEYWORDS
Methane release, surface waves, spatial and temporal distribution, littoral

EXTENDED ABSTRACT

Lakes and reservoirs have been identified as an important source of atmospheric methane in
global methane budgets. Methane is a mgor product of the carbon metabolism in lakes.
Anaerobic carbon minerdization in terms of methanogenesis in anaerobic sediments can
account for up to 50% of the overall carbon mineralised in freshwater lakes. A large
proportion of the produced methane gets oxidised by methanotrophic bacteria at oxic water
and sediment interfaces. The main emission pathways of methane from the water body to the
atmosphere are summarised by Bastviken et al. (2004): ebullition from anaerobic sediments,,
diffusive flux across the air-water interface , plant mediated flux from littoral sediments, and
the flux of methane stored in the anoxic water body during the stratification period that is
rapidly released during overturning and mixing . The proportion of the individua pathway to
the overal lake emission is highly dependent on lake characteristics, e.g., lake size,
stratification pattern, nutrient load, and plant cover.

In the past, most of the investigations were focused on profundal sediments as source of
methane, internal cycling, and methane oxidation in the water column. Methane produced in
epilimnetic sediments is considered as important source for ebullition and the plant mediated
flux that cause direct fluxes to the atmosphere. On the other hand, diffusive fluxes from
shallow littora zones were considered to be less important than fluxes from the anoxic
profundal sediments.

The main differences between littoral and profundal sediments are the warmer water and
sediment temperatures in the littoral during summer that favour higher methane production
rates , but also the exposure to surface waves (Hofmann et a. 2008). In the absence of waves
the exchange of dissolved methane above the sediment-water interface is dominated by
molecular diffusion that limits the flux of methane to the water column and that is
accompanied by high methane oxidation rates at the sediment-water interface . Waves cause
intense oscillating currents (Hofmann et a. 2008) that accelerate the flux of methane above
the sediment-water interface by advective sediment pore-water exchange (wave pumping)
(Precht and Huettel 2003) and by resuspension (Hofmann 2007) that breaks up the upper
sediment layer.
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Simultaneous, high-resolution measurements of the surface wave field, wave-induced
currents, the acoustic backscatter strength, and the concentration and distribution of dissolved
methane were conducted in oligotrophic Lake Constance. In Lake Constance not only wind-
generated, but also ship-generated surface waves contribute significantly to the surface wave
field by generating a regular and periodic wave pattern (Hofmann et a. 2008). The
measurements reveal ed that the passage of ship-generated wave groups cause single burst-like
releases of methane into the water column that were directly connected to sediment
resuspension (Hofmann et a. in revision). During these wave events, methane concentrations
in the littoral zone were 50% higher than in the absence of waves. Hence, surface waves are
an important trigger for the release of methane and increase the dissolved methane
concentration in lake littoral zones, especialy during the day when methane production in the
sedimentsis high.

Experiments on the spatial distribution of dissolved methane revealed that near-shore as well
as near-surface dissolved methane concentrations were higher compared to the open and deep
water throughout the whole season (March-October) and especially during summer (Hofmann
et a. in revision). This indicates an off-shore directed horizontal methane gradient and also a
vertical gradient that is diminishing further off-shore. Furthermore, dissolved methane
concentrations near-shore increased significantly during the course of the day (morning,
midday, and evening), whereas methane concentrations further off-shore remained nearly
constant. This resulted in an increased gradient between the high methane concentrations in
the near-shore, shalow littoral zone and the low concentrations in the epilimnetic waters of
the pelagic zone. The found diurnal and seasonal patterns are mainly caused by the course of
water respectively sediment temperatures, which are linked to the methane production ratesin
the sediments, and lake dynamics, e.g., surface waves and currents.

These results support the hypothesis that the littoral zone may be an important source of
dissolved methane for the whole lake, where the methane-rich water from the shallow littoral
is transported laterally to the open water. Hence, surface-wave induced release of methane in
shallow littoral zones and subsequent transport of dissolved methane to the pelagic zone
increases the near-surface methane concentrations in large areas and thus enhances the overall
flux of methane from lakes to the atmosphere.
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EXTENDED ABSTRACT

Methane (CH) is one of the most important greenhouse gaseSQJF2005). Lakes and
reservoirs have been identified as important, bedrlooked, sources to the global £H
budget. CH emission pathways include dissolved gas exchangfgealvater surface, bubble
transport (ebullition), and degassing at the twbirof a hydropower dam or further
downstream (Soumigt al., 2005). Ebullition is an extremely effective patyvas bubbles
mostly bypass oxidation at the sediment surfada tre water column and directly emit GH
The stochastic nature of ebullition, however, makescredibly difficult to estimate; thus the
aim of this study was to compare the traditionainiel method for measuring ebullition with a
mass balance system analysis, atmosphericri@dsurements, and hydroacoustic surveying.

A yearlong CH survey was conducted at 2.5 kiake Wohlen, a 90-yr-old run-of-river
hydropower reservoir along the Aare River downstred Bern, Switzerland. Dissolved GH
([CH4]q) profiles were measured monthly at the river infland at the dam. Sediment surface
and water surface CHdiffusion and CH oxidation in the water column were measured
and/or calculated. Gas trap funnels measured &buollnear the seabed; drifting chambers
captured total surface Ghmissions. A bubble dissolution model was useakg®ess fractions
of CH, dissolving into the water and emitted to the atphese from bubbles. Complete
method details in DelSontret al. (2010). Drifting chamber campaigns were accompahied
hydroacoustic surveys using an echosounder (Sira#€60, 120 kHz). Eddy covariance
measurements of atmospheric £fHixes (EC/CH) over the lake were made in conjunction
with a cavity ringdown laser spectrometer (Los GaResearch DLT-100). For details, see
Eugster and Pluss (in press).

It was discovered that [CHH; increased by an order of magnitude along the vegeand the
[CH4l¢ accumulation was exponentially correlated with ewaemperature (T) (Figure l1a).
The bubble dissolution model predicted that 70%ubble-conveyed CHwould reach the
atmosphere, resulting in ~470 mg £i? d* emitted to the atmosphere at T=17°C. Sediment
and surface diffusions did not vary much with seaand played a much lesser role inCH
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emissions than ebullition. Methane oxidation wagligéle in this oxic reservoir with an
average 2-day residence time.

A system analysis was developed to better constitsnstochastic pattern of ebullition.
Assuming no ebullition in winter (T<10°C), sedimediffusion was estimated based on
[CH4]q accumulation in water at a given flow rate. Théljfag accumulation and T regression
was used to estimate [GH from dissolving bubbles at various T regimes whiehT=17°C,
agreed well with funnel measurements (140 and 2@k, m? d*, respectively). Using the
bubble dissolution model results, sediment ebalitiand atmospheric emissions were
calculated and agreed well with empirical resuiensidering all CH dissolved into the
water from rising bubbles will either degas at tebines or further downstream, Lake
Wohlen thus emits ~156 mg Gk d* on average throughout the year (140 tons/yr; Eigur
1b), the highest recorded for a temperate resetgalate (Soumist al., 2005) and of which
~80% is from ebullition.

Drifting chambers captured emissions (mean, 855QHg m? d*) much higher than those
estimated with the system analysis at 17°C, butmtiesis were deployed in a highly active
ebullition area. The chamber emissions agreed, Wenvewnith the peak ClHemissions
measured by EC/CHin the same region and are comparable to emissstimated via
hydroacoustics. These findings further highligheé timportance in a potentially warming
climate of (1) temperature-correlated £ébullition emissions from temperate water bodies,
and (2) these promising techniques for quantifyhegm.

5 1757 a) 1400 b)
l'\-‘E 1504 - 350 T Total = Diffusion +Ebullition +Outflow ~156
[l
o Mgp = 0.16e0-4T = Diffusion ~12
E 1251 300 — usion Ebullition =86
g 4250 _,g atmnspliere
= 100 [ ] B | outflow 1
i d2o00 2 ~
= T=10°C E 58
= 754 =
5 1150 B
8 so <C
=T =4 100 -
" T<10°C n -
S B’ e T -I?_Elf“_“:o—n- 1 50 % Ebullition ~120 umits:
] o PR L) Dll‘fu5|0n1 0 = mg CHym2 d']
Z 4 & 8 10 12 14 16 18
Temperature ("C)

Figure 1. a) Mgp, bubble dissolution, can be calculated when T>1MCCH, fluxes
estimated mostly from the system analysis. Modifédr DelSontrogt al. (2010).
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EXTENDED ABSTRACT

We investigated turbulence and vertical transpbtha “Tommeliten” site in the Norwegian
sector of the central North Sea during the R/V iCdfixplorer (CE0913) cruise from 8 - 11
August 2009. The sediments at this site are rdthgrsandy and non-permeable, with the
presence methane seeps, as well bacterial matsesmmpdrelated fauna. The hydrography of
the ~70 m deep water column was characterized hixad surface layer extending to about
20 m depth and a well-mixed ~30 m thick bottom tagfeat was separated by a stratified
interior layer (Figure 1). Amplitudes of tidal veities were as large as 0.3 thia the bottom
boundary layer.

Dissipation rates of turbulent kinetic energy determined from microstructure shear profiles
was weak (~18 W kg™ - the detection limit of the profiler) in the timeocline but increased
to 10”-10° W kg™ approaching the sea floor and the surface (Figiyré/ertical turbulent
eddy diffusivities (i, Figure 2) ranged from fom?s? in the stratified interior to TOm?s™
and 10 m’s? in surface and bottom boundary layers respectivég pseudo-velocity,

defined ast=L?/2K, with L=1m (Figure 2) was on the order of hours geveral
weeks/months in the stratified interior.

High-resolution dissolved oxygen (DO) profiles wereasured with a fast galvanic AMT
oxygen sensor (response time 0.2 s) mounted ormibeostructure probe. The sensor is
capable of resolving oxygen fine structures (1 @ale, i.e. the structures in the stratified
interior, that are completely overlooked by staddalow DO sensors (Figure 1). Vertical
turbulent DO fluxes were calculated using the gratlimethod with locally-measured
dissipation rates of turbulent kinetic energy. Bwerage downward turbulent DO flux from
the thermocline to the bottom water was estimatedet 4.4 + 1.4 mmol thd™*. The AMT
sensor now allows us to resolve the before unredlsteep gradient in DO, and to properly
characterize the downward fluxes. With benthic D@éds from chambers on the order of ~7
mmol m?d*, the water column depletion should therefore beuti8-4 mmol it d*. This
agrees with the observed DO concentrations of ap@dpmol L™ (67% sat) and points to the
thermocline being a significant source of DO. Poesgly, fluxes would have been grossly
underestimated due to the inadequate responsefithe traditional membrane sensors.
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The results of the study show that the acquisitbbrhigh-resolution constituent profiles
together with local microstructure measurementsnaessary to characterized the dynamics
of a system with regard to constituent fluxes aodsét proper boundary conditions for

modeling applications.
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ABSTRACT

The state of world water supplies is rapidly detexiing with over one billion people
lacking access to safe drinking water. In respdagiis water crisis, alternative approaches
for improving water quality are being explored. rFexample, hypolimnetic oxygenation
systems (HOx) are increasingly used to improve wgtelity in stratified reservoirs by
elevating dissolved oxygen £ concentrations in the water column and supprgssin
sediment-water fluxes of reduced species. Solofdtal flux from the sediment to the water
column is one of the most common natural sourcesafeased metal concentrations in
reservoirs, especially during hypolimnetic anoxiaManganese (Mn) is particularly
problematic from a drinking water perspective asrse water with elevated Mn levels can be
difficult to treat due to complex Mn redox kinetics

This research is based on an unusually holisticcmh to water treatment that enhances
ecosystem conditions (e.g., trophic state, fishlthpawhile specifically focusing on
decreasing aquatic Mn levels, thus minimizing treait required once the source water
reaches the treatment plant. Using Carvins CoseReir, a primary drinking-water-supply-
reservoir for Roanoke, Virginia (USA), as a fullaée ‘laboratory’ in which redox conditions
can be controlled via HOx in an otherwise entirgdyural aquatic ecosystem, we obtained in-
situ data with dialysis membrane porewater samp(gsepers”) and a microprofiler to
evaluate the influence of HOx on sediment-watexdiiand subsequent water quality. Water
column profile and bulk sediment data were alstectéd. Results show that sediment-water
fluxes of @ and Mn are strongly affected by HOx, with sigrafit decreases in total and
soluble Mn in source water observed during oxygenat By quantifying Mn
biogeochemical cycling as a function of oxygenataord demonstrating that HOx may be
successfully used to improve drinking water qualityis work contributes to the shifting
global perspective on water resource management.

INTRODUCTION

Hypolimnetic oxygenation systems (HOXx) are useditigking water and hydropower
utilities, as well as other lake and reservoir nggamg, to replenish dissolved oxygeny O
while preserving stratification (Wuest et al., 19%engleton and Little, 2006; Gantzer et al.,
2009a). Increasing hypolimnetic,Qvhile maintaining stratification in drinking water
reservoirs is desirable because this allows thegemsted hypolimnion water (which is
relatively free of algal matter and other debriscampared to the epilimnion) to be used as
source water (Gafsi et al., 2009). One of the annygoals of oxygenation from a drinking-
water perspective is to improve source water qualit suppressing the release of reduced
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chemical species (e.g., manganese; Mn) from thienged to the hypolimnion (Beutel, 2003;
Moore, 2003). It has been established that oxygmmaan significantly decrease soluble Mn
levels in the hypolimnion (Chiswell and Zaw, 19%antzer et al., 2009b) as the reduced
metals are oxidized by increased hypolimnetijca@d precipitate to the sediment. However,
it has also been shown that technical lake manageprecedures such as oxygenation can
fail to effectively decrease reduced species flaxnfthe sediment in some systems (Gachter
and Wehrli, 1998; A. Matzinger, unpubl.)., @ynamics and corresponding biogeochemical
transformation processes are highly variable as#gtment-water interface (SWI) due to the
extremely steep gradients in chemical, physicadl amcrobial properties that occur in this
region (Santschi et al.,, 1990). Thus, as incredsedls of oxide precipitates reach the
sediment, potentially significant changes in théirsent Q uptake rate gb) and metal fluxes

at the SWI may occur (Jgrgensen and Revsbech, 7gfg et al., 1999). As a result, the
influence of HOx on sediment-water fluxes of redispecies may not be as well understood
as the influence on the water column.

Conceptually, HOx-induced increases in turbulenog mear-sediment £and metal
concentrations will have a direct effect on seditheater diffusive flux. Mass transport of
soluble species at the SWI is governed by diffudgimough the diffusive boundary layer
(DBL), a mm-scale laminar layer immediately abole sediment (Jgrgensen and Revsbech,
1985). Diffusive flux at the SWI is therefore caited by the concentration gradieat(oz)
within the DBL, which is in turn regulated by tutbaoce in the overlying water of the bottom
boundary layer (BBL) and subsequent DBL thickn@sg. (. Natural variation in turbulence
has been shown to have a significant effecbgi and sediment-water fluxes (Lorke et al.,
2003; Brand et al., 2009; Bryant et al., 2010).

While previous work has established that oxygemaithereasesg} via elevated near-
sediment @and turbulence levels (Moore et al., 1996; Be@Q3), the influence of HOx on
other sediment-water fluxes (e.gunJor Mn) has not been comprehensively evaluatede T
complex nature of biogeochemical cycling at the SWlst be taken into account when
assessing the effect of HOx on &d Mn dynamics. Furthermore, much of the wosk tras
been done on using oxygenation to improve watetitguaas largely focused on the water
column (Chiswell and Zaw, 1991; Matthews et alQ@0Gantzer et al., 2009b) and most of
the studies that have been performed on sedimetet-laxes have been largely theoretical
or laboratory-based (Moore et al., 1996; BeuteQ30 We therefore performed a study that
focused specifically on how HOx operations affegt dnd resulting water quality. Our study
was based on £and Mn data collected primarily in situ charactegzboth the sediment and
water column in a drinking-water-supply reservajuipped with an HOx. By evaluating the
vertical distribution of @and Mn at the SWI, the incorporation of Mn inte thulk sediment,
and subsequent source water quality as a functiodQx operation, we aim to promote
greater understanding of (1) biogeochemical cycih¢ghe SWI and (2) how to successfully
manage HOx operation for the suppression of redabedhical species.

MATERIALSAND METHODS

Study site and instrumentation — Our study focused on Carvin’'s Cove Reservoir (CGR)
drinking-water-supply reservoir managed by the \&esVirginia Water Authority (WVWA)

in Virginia, USA (Fig. 1). CCR is eutrophic andsha maximum depth of 23 m, width of
~600 m, and length of ~8000 m. A linear bubbleapduHOX (Mobley et al., 1997; Singleton
et al., 2007) was installed by WVWA in CCR in 2086d since that time ongoing field
campaigns have been performed to monitor performé&Bantzer et al., 2009a,b). The CCR
HOXx is comprised of two parallel lines of poroubihg (each individual line consists of two
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tubes that are each ~1 cm in diameter and 625 length) located in the deepest section of
the reservoir near the WVWA treatment plant outtgkg. 1).

——
0 500 1000
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@ sampling location
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Figure1l. Map of Carvin’'s Cove Reservoir (CCR) showing limas of the seven sampling
sites (CC, CVCB, CE, C1, C2, C3, and CR) and thmhmnetic oxygenation system (HOXx).

To evaluate sediment-water fluxes in CCR, a netvadrik situ and laboratory measurements
was obtained from 2005-2008. Focused field sargpiypically lasted from March (at the
start of stratification) through November (postl fairnover). Samples were obtained
primarily from sites near the HOx (CC and CVCB)dmeservoir (CE-C3), and in the back
region (CR) to characterize the influence of thexHd a reservoir-wide scale (Fig. 1)., O
microprofiles of the SWI were obtained using bothim situ microprofiler and microsensor
profiling of sediment cores in the laboratory. sihd porewater analyzers (“peepers”;
Hesslein, 1976; Urban et al., 1997) were used taiolsoluble Mn profile data at the SWI.
Water samples from different elevations in the watdumn and also from water overlying
the sediment of core samples was used to trackgelsam total and soluble Mn. Bulk
sediment data characterizing total Mn in the umsgiiment were also obtained. Additional
data were collected for background information amgnpanion studies. Water column
profiles were obtained using a CTD (Conductivityaierature-Q as a function of Depth)
probe to track water column,@vels and density stratification as a functioneshperature.

Flux analyses — Peeper profile data were used to estimgiaidd Jin, respectively. While
chemical and biological processes may influencerseat-water metal fluxes, solute flux
models of the SWI are typically based on diffudrasport (Achman et al., 1996; Lavery,
2001). Diffusive flux (;) for species (i) @and Mn was evaluated using Fick’s first law of
diffusion (Rasmussen and Jgrgensen, 1992):

J= -¢ Dsig—c [mmol m? d}] (1)
Z

whereg is sediment porosity (frvoids m total volume), 3 is the species-dependent
diffusion coefficient in sediment (hs'), andéC/éz is the linear concentration gradient
immediately below the SWEnol m™).
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RESULTSAND DISCUSSION

We will first present data from a single field caagm in summer 2008 to emphasize the
direct influence HOx has on both sedimenta®ailability and corresponding near-sediment
Mn levels. We will then present a longer-term dsgticharacterizing HOx-induced variations
in Jun, the influence of biogeochemical cycling, and sghgnt source water quality.

Immediate response of O, and Mn to HOx oper ations — During summer 2008, CCR HOx
flow was maintained almost continuously at 51tm" (or ~1580 kg @d™). However, in the
summer the HOx was turned off for an experimeraahgaigns (~1 week in duration) to track
the response of the verticap @istribution at the SWI and correspondirg. JIn August

2008, the MP4 was deployed mid-reservoir at C3.(Ejg~1000 m upstream of the end of the
HOx, and data were collected continuously from Asidi to 30. Data were downloaded and
batteries for the MP4 microprofiler were exchandady. The HOx was turned off for ~48

hrs from August 19 to 21.

In response to halting HOx operations, thea®the SWI (Gw;) and near-sediment Mn levels
changed drastically (Fig. 2). After the HOx washtd off from 19-21 August, SWILQevels
dropped to qumol L™ for over a week until the vertical,@istribution was finally re-
established. A significant increase in total aoldisle Mn is observed during this anoxic
period, which clearly reveals the controlling irdhce that HOx operations have on sediment
O, availability and metal cycling near the SWI. Ba®a ratios of total and soluble Mn, it is
evident that Mn remained almost completely in tbieilsle form. This may likely be
attributed to the fact that Mn reduces relativedgity under low (< ~4@mol L'™Y) O,
conditions, especially at the pH of natural wa{@®alzer, 1982; Davison, 1985; Crittenden et
al., 2005). The observed delay (~8 days) in therason of the vertical distribution of O

and Mn at the SWI may be attributed to both sedimesuspension and time required for a
uniform flow pattern in the reservoir to be re-éitghed by the HOx plume.
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Figure 2. Correlation between near-sediment Mn levels (@sacterized by sediment core
water sample data), HOx flow, and [@vels at the SWI (as characterized by MP4
microprofile data) during the August 2008 campag)c3.

HOx-induced variation in Jy, and hypolimnetic Mn — A multi-year data set was used to
evaluate the influence of variable HOx operationsk9, Ju,, and corresponding source-water
Mn levels (Fig. 3). Trends observed jbehavior are directly reflected in the response of
Jo2, Indicating that sediment-water fluxes of bothroeal species were similarly affected by

150



Bryant et al.

HOXx operations; due to this similarity, only,Jdata are presented in Fig. 3. Our results
indicate that g is at least partially attributed to oxidation efluced species (e.g., Mn) based
on the parallel response ig,And §n. Overall, $, and §, were found to be strongly
influenced by HOx operations (Fig. 3). Following extended period of oxygenatiogyJ
peaked at 0.67 mmol frd™* corresponding with maximumygd= 26.8 mmol rif d* in the
near-field region during August 2008. After the ¥x{®as turned off for one month in July
20086, fluxes dropped to minimum values @f & 0.2 mmol rif d*and &, = 0.0 mmol rif d*
while hypolimnetic Mn (at 1 and 4 m) increased sabgally. Estimates ofy} and 4.

shown in Fig. 3 are comparable to values obtainaeh similar freshwater lake systems
(Johnson et al., 1991; Belzile et al., 1996; Logkal., 2003). An initial increase ignvery
likely occurred immediately after HOx operationsrevbalted and Mn was released as the
sediment went anoxic (as shown in Fig. 2). Thep@mal scale of peeper measurements (two-
week deployment period allowing for equilibriumte established in situ), however, did not
facilitate capturing such rapid changes in flux.

1.4 - Jyn 120

Jun (MmMolm-2d-Y)

& LR RER
1/06 8/06 4/07 12/07 8/08

Flow (m2h -1), Mngy, (10* umol LY), Mny, Mng, (umol L)

Time (mly)
Figure 3. Correlation betweenyd, HOx flow, and Mn concentrations directly at th&/I5 1
m above the sediment (benthic region), and 4 m ellos sediment (mid-hypolimnion). Data
shown were obtained near the HOx at CVCB. Dasimed indicate periods between seasons
of focused field sampling.

Biogeochemical cycling effects — Sediment-water metal flux results (Fig. 3) may appe be
in direct conflict with the overall goal of using® to reduce Mn levels in the water column.
Conceptually, the response @#Js logical per Fick's Law (Eq. 1). As evidencegleeper
profiles (data not shown) and correspondiggekstimates (Fig. 3), HOx operation increased
0Cloz for diffusive transport of Mn out of the sedimamtb the water column. Conversely,
Jun decreased when the HOx was turned off which magttoibuted to decreaséd/oz as
near-sediment soluble metals increased signifiggRib. 2-3) and the DBL was no longer
maintained (Bryant et al., 2010).

While Jun is shown to be enhanced by HOx operations, redelsisewas ultimately
suppressed from the hypolimnion, which may belaited to near-sediment biogeochemical
cycling. As shown by Mn data in Fig. 2-3, althoulyhy and Mn levels near the sediment
(both at the SWI and 1 m above) typically increasegksponse to HOx operation, Mn levels

151



Bryant et al.

in the bulk hypolimnion (4 m above the sedimenthaeéed negligible excluding the period
when the HOx was turned off in 2006. Similar rés@ivr Jy, were observed both near the
HOx (Fig. 3) and mid-reservoir (C3; data not showHence, our results indicate that while
HOXx operations may increase soluble metal fluxaduhe sediment, elevated levels of O
maintained by HOx operation oxidize the solubleatseas they diffuse from the sediment.
Following oxidation, metal oxide particles precgié back to the sediment, thereby sustaining
an HOx-supported Mn redox cycle in the near-sedtmegion.

Simple mass balance calculations were performddrtber evaluate the influence of near-
sediment biogeochemical cycling on hypolimnion watguality. Maximum bulk
hypolimnetic Fe and Mn concentrations were estichdiased on CC 2006 Mn flux data
shown in Fig. 3, total Fe and Mn sediment trap datdhe lower hypolimnion over the HOx
(P. Gantzer, unpubl.), initial hypolimnetic Mn lés€Fig. 3), and average volumes of both the
bottom meter and the full depth of the hypolimnidhwas assumed that no Mn was removed
via oxidation/precipitation throughout the seasibrus, all Mn diffusing out of the sediment
and/or precipitating from the bulk water were neédl in the volume assessed (benthic (1m)
region or full hypolimnion). While actual Mn lewelat 1 m above the sediment initially
approached estimated maximum Mn levels at 1 mnibgimum Mn surpassed actual Mn
levels considerably by mid-season. Average hypuoditic Mn data (based on water samples
obtained mid-hypolimnion at 7 m above the sedimeathained low and fell far below
estimated maximum Mn at 7 m, with the deviationigating a net gain of Mn to the
sediment. These simple calculations characteritheginfluence of biogeochemical cycling
indicate that while moderate Mn suppression occurne the near-sediment region,
biogeochemical cycling and/or dilution effects preted enhanced Mn levels released ay J
from reaching the bulk hypolimnion. Thus, whileetpreviously discussed results show
increased v, from the sediment due to HOx operation (Fig. 3grall suppression of metal
fluxes to the bulk water is maintained via biogemuircal cycling and elevated,0n the
benthic region, as indicated by negligible hypoletia levels of Mn during periods of
oxygenation (Fig. 3) and supporting mass balantwrilzdions.

CONCLUSION

This study supports the viability of using HOx togrove drinking water quality by
decreasing source water Mn levels. Althoughwas enhanced by HOx operation, results
indicate biogeochemical cycling facilitated by edead Q in the benthic region prevented
released metals from reaching the bulk water. @illy Mn was evaluated in this study,
additional species (e.g., iron, nitrite, methan@yralso contribute to sediment Qptake
(Maerki et al., 2009; Matzinger et al., unpubl.Jhese results emphasize thatallocated for
the oxidation of enhanced fluxes of reduced speagissubsequent incorporation of these
species into the sediment must be taken into a¢cdousuccessful HOx operation.
Ultimately, source water levels of Mn were showrbé&substantially reduced by ongoing
HOXx operation (Fig. 3), thus decreasing treatmeqtired at the plant. This work should
promote greater understanding of controls on seaiwater fluxes and resultant water
quality. Furthermore, our results should aid itimazation of CCR HOx operations and
source-water quality and should also be of bemefibanagers of similar lake and reservoir
systems.
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EXTENDED ABSTRACT

INTRODUCTION

Hydrodynamics play a primary role in aquatic ectayss, affecting processes across a wide

range of temporal and spatial scales. The researdhological-physical interactions requires

the multi-scale characterization of the environrabmthanges derived from the transport

mechanisms and the response of organisms to thasges.

Typically, field observations provide the main smarof data for such types of

characterizations. One of the pivotal questiongesolve in the planning process of any

observation is the number of samples and the sagpdite required for an effective analysis

of the field data. Several authors have pointedtloeitneed of adapting the sampling strategy

to the observed process (Dickey, 2009).

In many cases, the final decision is highly depahd@on logistic or economical restrictions

of the field observations (maximum number of samplleat can be analysed, memory

capacities to store data, limits on power or detagmission...). In the present contribution,

the data size and sampling rate selection are peapim a formal way, considering two main

aspects

(1) The Nyquist criteria to set up the sampling rate. The sampling ratepseased on
the Nyquist criteria requires a previous knowledfdasic dynamical properties of
the parameter under study. In particular, the marminfrequency component of the
signalfmaxin the frequency domain. In order to avoid aliasfigcts, it is necessary
to set a minimum threshold of the sampling freqyeas 2fya Although the
Nyquist criterion is a well known concept, it hastrbeen considered in many
applications as we demonstrate below.
(2) Thetimefreguency resolution trade-off in non-stationary signals. In many cases,

due the non-stationary properties of the envirortalesignals, it is necessary to
apply time-frequency tools to infer their dynamipabperties.
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METHODS

An example of a high resolution time series of &iant (nitrate) is the one was obtained
using In Situ Ultraviolet Spectrophotometer (ISU8)m the Land/Ocean Biogeochemical
Observatory in Elkhorn Slough (LOBO) details of titeservatory can be found at Jannasich
al. (2008). As ISUS is based on spectrophotometry oreasents, the instrument is able to
collect data at high sampling rate (1 sampleyetheur). This sampling rate is much higher
than those established at conventional methoddolased on laboratory analysis (where
usually the sampling rate is set to 1 sample ewagk or month). The first plot of the figure
provides a qualitative estimation of the informatiost using conventional methodologies. It
is possible to compute the spectrogram of the hegblution time series to estimate some of
the dynamical properties for estimating the minimgampling requirement (see figure
caption)

Nitrate time series Nitrate spectrogram
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Figure 1. Left: High-resolution of nitrate time series (grey) compared with more

conventional sampling rates for biological or cheamhidata: weekly (black) or monthly (red).
Right: Spectrogram estimated from the high-resotutiime series. Arrow 1 indicates the
localization of the frequency corresponding to wealampling and arrow 2 the threshold for

the minimum sampling frequency according Nyquigkeda (~11 samples per day)

DISCUSSION

It seems clear that conventional observational oulogies should be improved in order to
provide the data for the analysis of physical-bjital interactions at different scales. There is
a need to overcome the present technological caéstis to reach to the concept of LOTHIR
(long-term & high-resolution) observatories. Bialcg information should be obtained at
similar sampling rates to those required in physidaaracterization. There are several
proposals to improve biological observing systeorsobtaining biological information at the
same scales of physical data. A good example of bhmlogical instrumentation is the
Environmental Sample Processor. (Schadinal. 2006). Although instruments based on
genomics or image analysis are providing a valuabie type of environmental information,
they usually lack on the capability to cover &létscales. Alternatively, methods based on
high-resolution optical information (Torrecillat al. 2009) seems a good alternative for
multiscale characterization, but at much lower teoric discrimination.
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ABSTRACT

The interaction of shear, stratification, and turbulence in boundary layers on sloping
topography is investigated with the help of an idealized theoretical model, assuming uniform
bottom slope, homogeneity in the upslope direction, and negligible rotational effects. It is
shown theoretically that the irreversible vertica buoyancy flux generated in the boundary
layer is directly proportional to the molecular destruction rate of small-scale buoyancy
variance, which can be inferred eqg. from temperature microstructure observations.
Dimensional analysis of the equations for harmonic boundary-layer forcing (in lakes typically
originating from internal seiching motions) reveals that the problem is governed by 3 non-
dimensional parameters (slope angle, roughness number, and ratio of forcing and buoyancy
frequencies). Solution of the equations with a second-moment closure model for the turbulent
fluxes demonstrates the periodic, shear-induced generation of gravitationaly unstable
boundary layers during upslope flow and restratification during the downwelling, both
consistent with available observations in lakes. Investigation of the non-dimensional
parameter space with the help of this model reveals a systematic increase of the bulk mixing
efficiency in the boundary layer for (a) steep slopes and (b) low-frequency forcing, where
boundary layer re-stratification during downwelling was identified as the mechanism leading
to the strongest mixing rates. Basin-scale effective diffusivities resulting from boundary
mixing correspond to the values obtained by other means for small to medium-sized lakes that
are known to be dominated by boundary mixing processes.
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EXTENDED ABSTRACT

The ecology and water quality of South San FrawcBay is closely coupled to its sediment
dynamics. Due to mining activities and the indastdevelopment during the last 150 years,
sediments are highly contaminated with pollutanke Imercury and chlorinated organic
compounds. Sediment resuspension determines tagaiiability of these contaminants for
the organisms in the bay. In addition, resuspensaiso plays a crucial role for the overall
sediment transport and the export of these contmsninto the pacific. Resuspended
sediment influences the nutrient cycle and produgtof the bay directly by controlling the
light availability and enhancing nutrient releas@herefore, understanding the governing
mechanisms of sediment resuspension is of crumg@lortance for the assessment of the
ecological dynamics in the South San Francisco Balge extent of sediment resuspension
depends on currents, wind, and waves as well deeobhed roughness, sediment density, and
erodibility. In particular, turbulence and waverfation are expected to vary over the diurnal
tidal cycle.

In order to investigate the interrelation betwdsese factors, we deployed an array of stations
in spring and fall 2009 to measure horizontal aediwal gradients of turbidity together with
fluid flow, turbulence, and pressure along and s&rthe shoal-channel transition. Three
stations were located 500 m from the channel (chladepth ~13 meters) at 2.59 m MLLW
depth and one station 2000 m from the channell® &h MLLW depth. We calibrated the
backscatter of the Acoustic Doppler VelocimeterdDYA against sediment concentration
using water samples taken during the deploymene $imultaneous determination of
sediment concentration and velocity at high freqyeallowed us to determine sediment
fluxes using the eddy correlation technique. Thdiment grain size distribution was
determined from grab samples. In addition, we nuwad the in-situ particle size distribution
of suspended sediment using a LISST 100 Type B.aNaoeperties were estimated from
velocity spectra following Wiberg and Sherwood (80@Bed roughness was calculated from
the measured Reynolds stresses and the mean \esdamrer one ADV burst using the law of
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the wall. These data were used for the estimati@mombined current-wave shear stress using
the model developed by Styles and Glenn (2000).

Sediment resuspension generally followed the tidalle with maximum vertical fluxes
around 0.03 g i s* during spring tide and 0.01 g™ms® during neap tide at times of
maximum current induced shear. Corresponding sedicencentrations were approximately
35 and 15 g M during spring and 70 and 40 g°nin fall. The modal particle size of
resuspended sediment (100 mm) was ten times asakitfie modal bed grain size of 10 mm
determined in the laboratory, indicating the resumsjon of flocs from the cohesive bed
sediment. Regular diurnal wind patterns with maximwind speeds around 10 il were
observed during both campaigns. The efficiency ioidwvave formation depended mainly on
the phasing between tides and winds. Higher wawag wainly at high water levels. Wind
waves with a root mean square height greater tham0Oenhanced sediment resuspension
significantly producing sediment fluxes over 0.0&4 s* and sediment concentrations over
140 g m® at the station further from the channel. The iafice of these wind events was
significantly smaller at the stations closer to tannel. These wind-enhanced resuspension
events occurred primarily during flood tides afi®wv water, which appears to be a result of
an increase in wave induced bottom shear streds deitreasing water depth. Two strong
wind events with a duration of approximately twoysleoccurred at the end of the fall
campaign with wind speeds of up to 20 th Shese storm events resulted in extremely high
sediment concentrations of 400-600 § at all stations and vertical sediment fluxes ofrov
0.3 mgnfs™.

Under conditions without significant wave shearalpesediment concentrations at both
stations in fall were approximately twice as high during spring, suggesting a seasonal
variation in the depth of the sediment erodible dtnear induced solely by tidal currents.
During both campaigns we observed an increasecdptiiity to wind enhanced erosion at
the station closer to the shore. During fall, theldaulic roughnessyzat this station was
significantly higher (the modal value was 5.5%18) than at the stations closer to the channel
(modal values of 7.5x10m). The increased roughness height closer to ibeesresults in
significantly enhanced bottom shear under preseheeaves compared to the stations closer
to the channel during fall. This explains partlg thcreased response of this station to wind-
wave induced resuspension. Still, we observed amynor difference in hydraulic roughness
at both stations during spring (modal values ok3@ m closer to the channel and 2.8 X10
m closer to the shore). We assume that a differemcgediment response at high shear
velocities caused the elevated sediment fluxescamtentrations under wind waves at the
station closer to the shore during the spring cagmpa

The use of ADVs allowed us to measure sediment exanations, fluxes, turbulence and
wave properties simultaneously. The driving foroéshe variability in sediment dynamics
during these studies were the spring-neap cycle thadphasing between wind and tidal
elevation. Still, the extreme sediment concentretiand fluxes observed during two storms
suggest the importance of intermittent events om $kediment dynamics in South San
Francisco Bay.
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EXTENDED ABSTRACT

INTRODUCTION

Classic theory of the benthic boundary layer (BBlL)akes and oceans has been developed to
explain the physical problems near flat bottom lwaures under a strong outer flow (Bowden,
1978). However, in lakes and reservoirs with slgpboundaries the BBL is periodically
oscillating due to internal waves and is therefemenetimes unstable. Cold water moves up
and down along the slope in synchronization with preriod of the internal waves and the
BBL becomes unstable when colder water is movedvabearmer water leading to
convective mixing (Lorke et al. 2005). This studpsmconducted at Lake Biwa, the largest
lake in Japan with an area of 670%and maximum depth of 104 m. The BBL at Biwa is
formed during the stratification season from MayQeotober and it oscillates with long
periods of 2-4 days. The DO of the BBL has beconweeiasingly depleted since the 1970s
and recoded its lowest DO concentration below 1Lnig/2007. The AUV “Tantan” found
many dead fish on the bottom in December of 20@7this study, we investigate the
dynamics of the BBL to understand the physicaldecthat likely affect the low DO “dead
zone” in Lake Biwa.

METHODS

A 1200 kHz RDI Workhorse Acoustic Doppler Currembfiter (ADCP) was deployed at 18
m above the lake bottom on the area of 92 m depthe North Basin of Lake Biwa from July
10 to 28 in 2009 to measure the current velocitfiler at every 0.5 m over 15 m (30 bins).
The ADCP was operated in pulse-incoherent modedata were saved in beam coordinates.
The burst sampling interval was 10 minutes for 80osds at each interval to calculate the
Reynolds stress. Fine scale profiling of water terafure, dissolved oxygen and turbidity
were conducted at the same place where the ADCPdepl®yed using an F-Probe (high
accuracy CTD) with 1 mm intervals on July 10 and [#8ore and after the instrument
mooring.

RESULTSAND DISCUSSION

Using current velocity fluctuations, the frictioelocity and Reynolds stress on the bed were
calculated using the variance technique proposedobymann et al. (1990) and the vertical
profiles of the friction velocity and Reynolds siseare depicted in Fig. 1 with water
temperature, dissolved oxygen and turbidity measbyethe F-Probe on July 10. The friction
velocity was almost constant between 74 m and 82epth, but it fluctuated below 83 m.
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Reynolds stress had a similar distribution as tiidn velocity. The height of the BBL
likely changes periodically with the oscillation ofater due to internal waves, and the
thickness was 6-7 m. Very high Reynolds stress seas in the BBL, and this suggests the
bottom sediment could be re-suspended (Otsubo am@édWa, 1988). In this layer, water
was well mixed, dissolved oxygen (DO) concentrati@s low, and turbidity was high.

The fine data measured by the F-probe also reveaakedxistence of multiple sub-layers
within the BBL. Those sub-layers show the posgipitif other dynamical balances between
density, turbulence, viscosity and biogeochemicatgsses. Instability of water temperature
was also found in the BBL, but the profiles of dised oxygen and turbidity showed more
complex structures than water temperature. Irsthielayer of 1 — 2 m height above the lake
bottom, dissolved oxygen decreased and the tuybioitreased sharply. The oxygen
consumption in the BBL is closely related to theemsity of stratification in water (with clear
implications for climate change) and the sedimexygen demand (eutrophication). We
thought this was induced by re-suspension of bosediment due to large Reynolds stress,
but the recent results from AUV “Tantan” suggesaadther mechanism for enhanced high
turbidity in the BBL.

In December of 2007, “Tantan” took many picturesie&d fish on the lake bed below 90 m
depth apparently due to low concentrations of Dilbfang a warm winter and hot summer,
which may be the result of climate change. “Deadesd at lake bottoms are now expanding
world-wide and the study of the BBL is becomingreasingly important. Because the DO
demand in the BBL is quite high, we worry about fbtire deterioration of environments
near the lake bottom. If the onset of eutrophicatiooupled with enhanced thermal
stratification at Lake Tahoe, California/Nevada,revdo continue this could eventually
produce boundary layer problems there as well.
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Fig. 1 Friction velocity above the lake botomtjleReynolds stress (middle) and F-Probe profilight).

REFERENCES

Bowden, K.F. (1978). Physical problems of the bientloundary layer. Geophysical Surveys. 3: 255-296.
Lohrmann, A., B. HacketndRoed, L.D. (1990). High resolution measurementsidfulence, velocity, and

stress using a pulse-to-pulse coherent s@nAtmos. Oceanic Technol.,7437.
Lorke A., F. Peeters and Wuest A. (2005). Sheangacconvective mixing in bottom boundary layersstopes.

Limnol. Oceanogr. 50(5): 1612-1619.

Otsubo K. and K. Muraoka (1988). Critical sheaestr of cohesive bottom sediments. J. Hydr. Engtg: 1

1241-1256.

162



14" Workshop on Physical Processes in Natural WalRegkjavik, Iceland, June 28 - July 1 2010

| nstrument comparison: Laser diffraction, microscopy and flow
cytometry for assessing fine particle concentration
and sizedistribution

Daniel M. Novet?, Stephen Andrews, Travis Schuleér Monika Windet, Debbie Huntek;
John E. Reutéf and S. Geoffrey Schladdw

1. Tahoe Environmental Research Center, University of California, Davis, 1 Shields Ave., CA 95617, USA
2. Dept. of Civil and Env. Engineering University of California, Davis, 1 Shields Ave., CA 95617, USA
3. Department of Env. Science and Policy University of California, Davis, 1 Shields Ave., CA 95617, USA

"Corresponding Author, email: dmnover @gmail.com

KEYWORDS
Flow cytometry, Lake Tahoe, laser diffraction, peet measurement

EXTENDED ABSTRACT

INTRODUCTION

The fate and transport of particulate matter ars@ated nutrients and pollutants are among
the most important factors affecting freshwaterligppa Although research efforts over the

past ~50 years have generated a great deal of kdgelabout the dynamics of large

particles, limits to analytic techniques have praed the investigation of very fine particles

(<10 um) until recently (Pedocchi and Garcia 200Bgcause very fine particles are so small,
they tend to stay in suspension longer than lapgeticles, exerting an influence on water
quality that is out of proportion to their contrian to suspended solids concentrations
(Jassby et. al. 1999). Additionally, fine partglare important due to the integral role they
play in light scattering and water clarity.

Increasing interest in particle dynamics combineth wechnological advances in fields as
diverse as cancer research and limnology has gedenmmerous methods for quantifying
particle size, shape and distribution both in-amd in the lab (Fugate et. al.). Unfortunately,
different methods for quantifying fine particle @@mtrations and particle size distributions
rarely produce identical results (Serra et. al.1300Additionally, methods vary dramatically
in terms of the information one can gain from tia¢gadoroduced (Monfort and Baleaux 1992).
For example, although gravimetric methods are uskefuinvestigating suspended solids
concentrations, these methods obscure the partities make up the sample and
consequently, little information is obtained abthé nature of the particles or the particle size
distribution before filtration. Laser diffractiajenerates data regarding particle concentration
and size distribution, but gives no information abparticle composition.

METHODS

In this study, five instruments are compared fairtlability to measure particle shape, size,
size distribution, concentration, and compositidal{le 1). The instruments include two laser
diffraction instruments; a bench-top particle caogt spectrometer (LiQuilaz-S05-HF -

manufactured by Particle Measuring Systems, Inmyl a Laser In-situ Scattering

Transmissometer (LISST-100x — manufactured by Sedba.), a MoFlo cell sorter and flow

cytometer (Cytomation), and two microscopes; anoAQbserver Al light microscope (Zeiss)
and a scanning electron microscope with x-ray #goence (Philips). All instruments are
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used to analyze replicate samples representingalyange of particle populations, including
glass microspheres, phytoplankton monocultures, adral particle samples of mixed
composition.

Table 1. Matrix showing the particle attributes that candssessed by the listed instruments.
Note that no single instrument can evaluate adivaht particle attributes.

Particle Attribute Particle Size
Shape Size o ) Composition | Concentration

Instruement Distribution

LiQuilaz Mo Yes Yes Mo Yes
LISST Mo Yes Yes Mo Yes
Cell Sorter Yes Yes Mo Yes Yes
Light Microscope |Yes Yes Yes Mo Yes
SEM Yes ¥es Mo ¥es Mo

RESULTSAND DISCUSSION

Using light microscope data to represent the “truttakes it clear that the instruments that
represent particle size distribution (PSD) vary stderably in their results. While particle
concentrations are generally similar, the LiQuitastematically undersizes patrticles in the
case of both nearly spherical algal cells and glagsospheres (Figure 1). The LISST
basically “correctly” sizes and counts the parscle both of the above monoculture
examples. Data from flow cytometery (not shownjggests that all three of these
instruments underrepresented the true particlessarations.

5 um Glass Beads Chlamydomonas
10000 - LiQui : : 3000 & ) _
—-LiQuilaz -=-LISST —Light Microscope —LiQuilaz =LISST —Light Microscope
— 2500 ;
2000 -
6000 - =
o §1500 .
5 4000 - 1000
2000 - 500 -
0 e ' " . - 1 0 et LI D S B L ¥ T
012 3456 7.8 9 101112 01234_56789101112
Diameter (pum) Diameter (im)

Figure 1. Particle size distribution measured by two las#ratition instruments and a light
microscope.

The results of this study are presented with the gbidentifying implications and strategies
for long-term monitoring of fine particles. This essential, as fine particle concentrations
form the basis of the lake clarity restoration g8at Lake Tahoe, CA-NV, USA.
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EXTENDED ABSTRACT

INTRODUCTION

Suspended patrticles in Lake Tahoe (California-NayddSA), a very clear oligotrophic

mountain lake, vary greatly in size and composijtimom small bacteria and inorganic

mineral grains to midsize diatoms to large, heteregus flocs. The dominant particle
composition is known to shift between inorganic emnal particles during the spring snowmelt
season to organic phytoplankton cells and detdlwsng autumn and winter (Swift et al.

2006), but is currently monitored using time conswgrand expensive laboratory instruments
and techniques. Since accurate determination oétispended particle size distribution and
bulk composition is essential for understandingsgstem function and for organizing

monitoring and management programs for lake claimbgitu optical techniques for assessing
particle characteristics are explored here. Becafigbeir low cost and relative ease of use,
these technigues have great potential for incrgasie spatial and temporal resolution of
particle monitoring and thus our understandingnelake particle dynamics.

METHODS

Data on forward light scattering, spectral backecatg, light attenuation, and fluorescence,
and lake physiochemical variables were measuredjwsivinched package at the Lake Tahoe
Index station, located off the lake’'s west shoreapproximately 150 m of water, on
18 September 2009 and again on 16 November 2089 particle size distribution between
1.25 and 25@um was obtained using forward scattering measuresraaide with the Laser
In-situ Scanning and Transmissometry (LISST) 10@Xies instrument. Backscatter was
measured at two wavelengths using a HydroScatuim&nt, a FluoroProbe multichannel
fluorometer was used to measure fluorescence atarelengths, and a Seabird SBE25 CTD
recorded temperature, dissolved oxygen, light adgon at 488 nm, and solar insolation in
the photosynthetically active range. Particle sdistributions were used to predict the
expected backscatter ratio as a function of bulkiga index of refraction using Mie theory.
At each depth predicted backscatter ratios werepaoed to the observed backscatter ratio in
order to infer a bulk index of refraction. This med is similar to that introduced by
Twardowski et al. (2001), although concentratian82 individual particle size bins are used
in place of an assumed power law size distribution.
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RESULTS AND CONCLUSIONS

Results from the September sampling date are showkig. 1. The calculated index of
refraction for the majority of the upper water aolu was 1.10, similar to backscattering
results obtained for phytoplankton cells by Vaitaart et al. (2004). This was consistent
with a general dominance by organic particles kntavbe typical of this time of year. More
inorganic indexes of refraction beginning below ptic depth may be indicative of flocs of
heterogeneous composition or phytoplankton detrith® suspended particle maximum was
found 10 m above the chlorophyll maximum, indicgtphoto-acclimation of cells and typical
of case | waters (Kitchen and Zaneveld, 1990). t8aag in the upper water column was
largely due to a single diatom genuclotella. Since recent research has shown a shift
toward smaller diatom cell sizes in response tmate change (Winder et al. 2009), the effect
on lake clarity may be significant.
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Figure 1. Measured physiochemical and optical properties laifke Tahoe on
18 September 2009.
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